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Abstract

The quasilinearization method (QLM) of solving nonlinear differential equations is applied to the quantum mecha
casting the Schrödinger equation in the nonlinear Riccati form. The method, whose mathematical basis in physics was
recently by one of the present authors (VBM), approaches the solution of a nonlinear differential equation by appro
the nonlinear terms by a sequence of the linear ones, and is not based on the existence of some kind of a small para
shown that the quasilinearization method gives excellent results when applied to computation of ground and excited bo
energies and wave functions for a variety of the potentials in quantum mechanics most of which are not treatable with
of the perturbation theory or the 1/N expansion scheme. The convergence of the QLM expansion of both energies an
functions for all states is very fast and already the first few iterations yield extremely precise results. The precision of
function is typically only one digit inferior to that of the energy. In addition it is verified that the QLM approximations, u
the asymptotic series in the perturbation theory and the 1/N expansions are not divergent at higher orders.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Realistic physical calculations usually are impos
ble without different approximation techniques. C
respondingly expansions in small parameters, stat
cal, variational and the majority of numerical metho
belong to the arsenal of the modern physics.

Since many equations of physics are either non
ear or could be cast in the nonlinear form, the p
sibility of adding to this arsenal an additional ve
powerful approximation technique applicable to no
linear problems was pointed out in a series of rec

* Corresponding author.
E-mail address: rajmund.krivec@ijs.si (R. Krivec).
0010-4655/02/$ – see front matter 2002 Elsevier Science B.V. All rig
doi:10.1016/S0010-4655(02)00821-4
papers [1–3]. It is called the quasilinearization meth
(QLM) and its iterations are constructed to yield rap
quadratic convergence and often monotonicity. T
quasilinearization method was developed many ye
ago in theory of linear programming by Bellma
and Kalaba [4,5] as a generalization of the Newto
Raphson method [6,7] to solve the systems of non
ear ordinary and partial differential equations. Its m
ern developments and examples of applications to
ferent fields of science and engineering are given
recent monograph [8].

In the original works of Bellman and Kalaba [4,5
however, the convergence of the method has b
proven only under rather restrictive conditions of sm
intervals and bounded, nonsingular forces [1] wh
hts reserved.



166 R. Krivec, V.B. Mandelzweig / Computer Physics Communications 152 (2003) 165–174

s.
ch-

the
w-
ors
an
ity
ite
ts.
ub-

re-
lied
at-
an-

with
so-

n
ed

ced
uen
n-

x-
ith
re-
as
ac-
lues
er-
ases
d
wers
rm
ba-

in-
wn
in
den
and
se
for

on-
us
ut
ust

n-
ical

he
by

ear
ns
r a
ble

nce
ve

ew
n it
ke
at

sec-
iza-
ua-
a-
b,
n-
n-
-
rns,
its

nal,

a
l
of
age
ions
ng
ch-
ear
ns.
od,
in

r-
the

er-
generally are not fulfilled in physical application
This could explain an extremely sparse use of the te
nique in physics, where only a few examples of
references to it could be found [9–13]. Recently, ho
ever, it was shown [1] by one of the present auth
(VBM) that a different proof of the convergence c
be provided which allows to extend the applicabil
of the method to realistic forces defined on infin
intervals with possible singularities at certain poin
This proof was generalized and elaborated in the s
sequent works [2,3].

In the first paper of the series [1], the analytic
sults of the quasilinearization approach were app
to the nonlinear Calogero equation [9] for the sc
tering length in the variable phase approach to qu
tum mechanics, and the results were compared
those of the perturbation theory and with the exact
lutions. It was shown that thenth QLM approxima-
tion sums exactly 2n − 1 terms of the perturbatio
theory while a similar number of terms are summ
approximately. The number of the exactly reprodu
perturbation terms thus doubles with each subseq
QLM approximation, which, of course, is a direct co
sequence of a quadratic convergence.

The numerical calculation of higher QLM appro
imations to solutions of the Calogero equation w
different singular and nonsingular, attractive and
pulsive potentials performed in the next work [2] h
shown that already the first few iterations provide
curate and numerically stable answers for any va
of the coupling constant and that the number of it
ations necessary to reach a given precision incre
only slowly with the coupling strength. It was verifie
that the method provides accurate and stable ans
even for super singular potentials for which each te
of the perturbation theory diverges and the pertur
tion expansion consequently does not exist.

In the third paper of the series [3] the quasil
earization method was applied to other well kno
typical nonlinear ordinary differential equations
physics, such as the Blasius, Duffing, Lane–Em
and Thomas–Fermi equations which have been
still are extensively studied in the literature. The
equations, unlike the nonlinear Calogero equation
the scattering length [9] considered in Refs. [1,2], c
tain not only quadratic nonlinear terms but vario
other forms of nonlinearity and not only the first, b
also higher derivatives. It was shown that again j
t

a small number of the QLM iterations yield fast co
vergent and uniformly excellent and stable numer
results.

The goal of the present work is to apply t
quasilinearization method to quantum mechanics
casting the Schrödinger equation in the nonlin
Riccati form and calculating the QLM approximatio
to bound state energies and wave functions fo
variety of potentials, most of which are not treata
with the help of the perturbation theory or the 1/N

expansion scheme. We show that the converge
of the QLM expansion for both energies and wa
functions is very fast and that already the first f
iterations yield extremely precise results. In additio
is verified that the higher QLM approximations, unli
those in 1/N expansion method, are not divergent
any order.

The paper is arranged as follows: in the second
tion we present the main features of the quasilinear
tion approach to the solution of the Schrödinger eq
tion, while in the third section we consider the applic
tion of the method to computations for the Coulom
Hulthen, Pöschl–Teller, logarithmic, double-well, a
harmonic oscillator, linear and different power pote
tials such asr3/2 and r5. The results and their com
parison with other calculations, convergence patte
numerical stability, advantages of the method and
possible future applications are discussed in the fi
fourth section.

2. Quasilinearization approach to the solution of
the Schrödinger equation

The quasilinearization method (QLM) solves
nonlinear nth order ordinary or partial differentia
equation inN dimensions as a limit of a sequence
linear differential equations. The idea and advant
of the method is based on the fact that linear equat
can often be solved analytically or numerically usi
superposition principle while there are no useful te
niques for obtaining the general solution of a nonlin
equation in terms of a finite set of particular solutio

The main features and equations of the meth
appropriate for physics applications, are summed
Refs. [1–3]. In this paper we will follow these refe
ences since the derivation there is not based, unlike
derivation in Refs. [4,5], on the smallness of the int
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its functional derivatives, the conditions which usua
are not fulfilled in physics.

We would like to use the method in quantu
mechanical calculations with the central poten
V (r). In order to do this we have to rewrite th
corresponding radial Schrödinger equation

− h̄2

2m
χ ′′(r)+

[
V (r)+ l(l + 1)h̄2

2mr2

]
χ(r)=Eχ(r)

(1)

in nonlinear form. Hereχ(r) = rR(r) andR is the
radial part of the wave function. Settinḡh = 1, κ2 =
2m|E|, andU(r)= 2mV (r)+ l(l + 1)/r2, we obtain
the bound state and scattering Schrödinger equati

d2χ(r)

dr2 − (
κ2 +U(r)

)
χ(r)= 0, E < 0 (2)

and

d2χ(r)

dr2 + (
κ2 −U(r)

)
χ(r)= 0, E > 0 (3)

with the boundary conditions at the origin

χ(r) ∼
r→0

rl+1 (4)

and at the infinity for the potentials falling off at larger

χ(r) ∼
r→∞ e−κr , E < 0, (5)

χ(r) ∼
r→∞ sin

(
κr − πl

2
+ δl

)
, E > 0. (6)

For potentials behaving at larger asλ2 ln r/R or
λ2rp with positiveR, p andλ the boundary condition
at infinity should be changed respectively to

χ(r) ∼
r→∞ e−λ

∫ r √
ln r/Rdr (7)

or

χ(r) ∼
r→∞ e− 2λ

p+2r
p/2+1

. (8)

The boundary condition (8) withr changed to
|r| holds at both boundariesr = ±∞ in the one-
dimensional problem for the double-well potent
(r2 − 16)2/128 considered among others in Ref. [1
where we look for both ground (symmetric) and fi
excited (antisymmetric) solutions.

It is easy to check that the inverse dimensionl
logarithmic derivativeφ of the wave function,

φ(x)= κ
χ(r)

χ ′(r) , (9)
satisfies the nonlinear Riccati equations

dφ(x)

dx
= 1− (

1+W(x)
)
φ2(x), E < 0 (10)

and

dφ(x)

dx
= 1+ (

1−W(x)
)
φ2(x), E > 0, (11)

wherex = κr andW(x)=U(x/κ)/κ2 are the dimen-
sionless variable and potential, respectively.

To avoid poles ofφ(x) at the bound state energi
it is convenient to define (see [1,2] and the referen
therein) a new functionu(x) with the help of the
equation

φ(x)= − tanu(x). (12)

The corresponding equations foru(x) have the forms

du(x)

dx
= −1+ (

2+W(x)
)
sin2u(x), E < 0 (13)

and

du(x)

dx
= −1+W(x)sin2u(x), E > 0. (14)

Similar types of equations were derived earlier
Drukarev [15], Bergmann [16], Olsson [17], Kync
[18], Franchetti [19], Spruch [20], Dashen [21], Ca
gero [9] and Babikov [22].

The boundary conditions for the functionu(x), in
view of Eqs. (4)–(6), respectively, reduce to

u(x) ∼
x→0

− x

l + 1
, (15)

u(x) ∼
x→∞

π

4
− nπ, E < 0 (16)

and

u(x)+ x ∼
x→∞

πl

2
− δl, E > 0. (17)

The boundary conditions (7) and (8) which for t
inverse logarithmic derivativeφ(x) have the forms

φ(x) ∼
x→∞− κ

λ
√

ln x
κR

→ 0, (18)

and

φ(x) ∼
x→∞−x−p/2

λ
→ 0, (19)

respectively, for the functionu(x) therefore read

u(x) ∼
x→∞−nπ. (20)
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Here and in Eq. (16)n obviously denotes the numb
of the excited state withn = 1 corresponding to th
ground state,n = 2 to the first excited state, etc. Th
minus sign in front ofn follows from the fact that in
the regions ofr whereV (r) < E in view of Eqs. (13)
and (14) the derivativedu/dx is negative andu(x)
is decreasing. Since its value at the origin is z
u(x) stays negative which determines the sign in fr
of n.

Returning to the variabler and defining a new
function a(r) which has the dimension of leng
with the help of the relationφ(x) = κ(r + a(r)) and
substituting it into Eqs. (10) and (11) we obtain t
equations

da(r)

dr
= −(

κ2 +U(r)
)(
r + a(r)

)2
, E < 0 (21)

and
da(r)

dr
= (

κ2 −U(r)
)(
r + a(r)

)2
, E > 0 (22)

which are very similar to the Calogero equation

da(r)

dr
= −2mV(r)

(
r + a(r)

)2
, (23)

wherea(r) has the meaning of the variables-wave
scattering length [9]. These equations are obviou
a generalization of the Calogero equation (23)
arbitrary values ofl andκ and reduce to it whenl and
κ are equal to zero.

The QLM prescription [1–5] determines th
(k + 1)th iterative approximationuk+1(x) to the so-
lution of the first order nonlinear equation in one va
able
du(x)

dx
= f

(
u(x), x

)
, u(0)= 0 (24)

as a solution of the linear equation

u′
k+1(x)= f (uk, x)+ (

uk+1(x)− uk(x)
)
fu(uk, x),

uk+1(0)= 0, (25)

where the functionalfu(u, x) = ∂f (u, x)/∂u is a
functional derivative of the functionalf (u(x), x).

The analytical solution of this equation is

uk+1(x) =
x∫

0

ds
(
f

(
uk(s), s

) − fu
(
uk(s), s

)
uk(s)

)

× exp

x∫
s

dt fu
(
uk(t), t

)
. (26)
The sequenceuk(x), k = 0,1,2, . . . of QLM itera-
tions satisfying Eqs. (25) and (26), convergesuni-
formly and quadratically to the solutionu(x) of
Eq. (24) if the initial guess for the zeroth iter
tion is sufficiently good. In addition, for strictly con
vex (concave) functionalsf (u(x), x) the difference
uk+1(x) − uk(x) is strictly positive (negative) which
establishes themonotonicity of the convergence from
below (above), respectively. The exact conditions
the convergence and the monotonicity for the rea
tic physical conditions of forces defined on infin
intervals with possible singularities at certain poi
are formulated in Ref. [1]. One can also prove
that in the quasilinear approximation the energy in
Schrödinger equation satisfies the Rayleigh–Ritz v
ational principle which ensures the quadratic conv
gence in the QLM energy computations.

We will limit ourselves here to the bound sta
calculations with Eqs. (13) for the negative ene
bound states and (14) for positive energy bound st
which are somewhat more complicated than scatte
calculations since in the former case the bound
condition at infinity determines a discrete spectrum

For the negative energies, Eq. (13), the function
f (u(x), x), F(u(x), x)≡ fu(u(x), x) andG(u(x), x)

≡ f (u(x), x)− u(x)fu(u(x), x) are given by

f
(
u(x), x

) = −1+ (
2+W(x)

)
sin2u(x), (27)

F
(
u(x), x

) = (
2+W(x)

)
sin 2u(x), (28)

and

G
(
u(x), x

) = −1+ (
2+W(x)

)
sinu(x)

× [
sinu(x)− 2u(x)cosu(x)

]
, (29)

so that Eqs. (25) and (26) respectively have the for

u′
k+1(x)− uk+1(x)F

(
uk(x), x

) =G
(
uk(x), x

)
, (30)

and

uk+1(x)=
x∫

0

ds G
(
uk(s), s

)
exp

x∫
s

dt F
(
uk(t), t

)
.

(31)

For the positive energies the same Eqs. (27)–
hold with (2+W(x)) replaced everywhere byW(x).
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3. QLM bound state calculations and their
comparison with the 1/N expansion method and
exact solutions

In the previous section we have cast the Schrödin
equation in the nonlinear Riccati form and wrote t
linear equations and the boundary conditions app
priate for the bound state calculations with the qua
linearization method.

In this section we consider examples of differe
singular and nonsingular attractive interactions whi
in view of their large coupling constants, are n
treatable with the help of the perturbation theo
and for most of which the 1/N expansion serie
are asymptotically divergent as has been shown
Ref. [14].

Namely, we apply the quasilinearization meth
to computations with the Coulomb, Hulthen, Pösc
Teller, logarithmic, anharmonic oscillator, linear a
different other power potentials such asr3/2 and r5

as well to the one-dimensional double-well poten
(r2 − 16)2/128, and we compare the wave functio
and the bound state energies obtained by the quas
earization method (QLM) with their exact values a
with results obtained in the 1/N expansion theory. To
show that the method works equally well also for e
cited states we calculate in the Coulomb, linear a
double well potentials the first few excited states
well.

The calculations were done using the differen
formulation, Eq. (25), of the QLM iteration, for th
simple reason that the adaptive numerical integra
[23] together with interpolation proved faster than t
integral formulation (26), mainly due to the proce
sor time taken by the evaluation of the expon
tial in Eq. (26). For each QLM iteration numberk,
k = 0,1,2,3, . . . , km, numerical integration was pe
formed fromx = 0 to the matching pointx = xm and
from the upper boundx = xU to x = xm.

Let us denote the set of iteration-integration pa
meters byP = {km,xU,Ni, . . .}, wherekm is the max-
imum QLM iteration index,xU is the upper bound
of the interval, andNi is the number of interpola
tion points in each of the two subintervals(0, xm) and
(xm, xU).

The computation was done in two steps. In the fi
step,xm, the starting values of parameters,P0, and a
κ value,κ0, near the expected eigenvalue were p
scribed. On the last QLM iteration (k = km) the ab-
solute difference between the left-hand side (LH
and right-hand side (RHS) solutions,DP0(κ0;xm) =
|uP0,LHS

km
(xm, κ0)− u

P0,RHS
km

(xm, κ0)|, was calculated
The whole process was then performed with a n
set of parametersP1, where km, xU, etc. were in-
creased. This was repeated until some numberM of
steps, whenDPM

(κ0;xm) was stabilized to a require
accuracy.

In the second step, the parameter setPM thus
optimized was used to find the zero ofDPM

(κ;xm)=
0 as a function ofκ : the QLM iteration was firs
performed for twoκ values lying on opposite side
of the expected eigenvalue, and the QLM iterat
(k = 1,2,3, . . .) was then repeated for each newκ
value untilDPM

(κ;xm)= 0.
In this process the value ofxm was kept con-

stant, which had the consequence that the RHS in
val (xm, xU) was increasing. Both solutions tend to b
come unstable nearx = xm on their respective sides,
the respective interval is too large. It turned out ho
ever that it was possible to leavexm unchanged, ex
cept thatxm typically had to increase with the num
ber of the excited state. On the other hand, as is
ident from the figures, the starting values of param
ters (P0), in particularkm, had to be large enough t
overcome the divergent behavior of the solutions n
x = xm already for the QLM iteration usingP0. It also
turned out that the RHS solution quickly assumes
correct value, thus allowing reasonably smallxU, and
actually making the process rather independent of
exact value used for the boundary condition at infin

The precision was controlled in the following wa
The differential equation solver [23] was required
returnu(x) with the precision of the order of 10−PODE.
The required precision ofDP during the optimization
of P was 10−PP . PODE was taken to be larger thanPP
by 1 to 3 to test stability.

The results of the calculations are summarized
Table 1 and in Figs. 1–15. The calculations are d
for the s-states since the calculations forp, d states,
etc. have the same degree of difficulty and could
performed in a similar fashion. In the caption of t
table V (r) is the potential andn denotes the num
ber of the excited state;m is the mass of the part
cle and is given different values for different pote
tials in order to enable comparison of the QLM bou
state energies with those obtained by the 1/N ex-
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Table 1
QLM and exact binding energiesE for different potentials.E are taken from citations in Ref. [14].
Ep andNp are the energies by the 1/N perturbation method of Ref. [14] and the corresponding
ranges of orders of the perturbation where the 1/N expansion converges; a finite range means
that the expansion diverges for largerN ; stable digits are given only.n is the principal quantum
number of the state. The uncertainty in last digit is in brackets where necessary for presentation.
m denotes the (reduced) mass of the particle

V m n QLM E Ep Np

27/2r 1 1 9.352429642 9.35243 9.352 10–20

2 16.35179778 16.3518 16.352 10–15

3 22.08223931 22.08224 22(1) 10–28

r3/2 1/2 1 2.708092416 2.70809 2.71 14–15

ln r 1/2 1 1.044332 1.0443 1.04 113–14

− 1
r 1 1 0.499999999 0.5 1± 10−10 29–∞

2 0.125000001 0.125 0.25± 10−8 29–∞
r5 1/2 1 4.089159315 4.08916 4. 6–7

r2 + r4 1/2 1 4.648812183 4.64881 4.6(2) 10–11

(r2−16)2
128 1 1 0.4830541244 0.483053433 0.48302 12–13

0.483053390

1 2 0.4831482068

− 3
cosh2 r

1 1 0.49999999998 0.5

− 10
cosh2 r

1 1 4.49999999991 4.5

− e−r/5

1−e−r/5 1 1 12.0050000001 12.005

− e−r

1−e−r 1 1 0.125000000009 0.125
of

r

xact

In
Fig. 1. Convergence of the logarithm of the absolute value
the difference of two successive QLM iterationsuk(r) for all
r with the iteration indexk for the ground state of the linea
potential V = 27/2r , m = 1. Hereu(r) = arctan(−κχ(r)/χ ′(r))
andκ = √

2mE. The matching point is atr = 4.
Fig. 2. As in Fig. 1, but the convergence with respect to the e
solution obtained by solving the differential equation forφ, Eq. (11).

pansion method in Ref. [14] wherem takes on val-
uesm = 1 or 1/2 depending on the interaction.
the graphs of the convergence ofuk(x) with itera-



R. Krivec, V.B. Mandelzweig / Computer Physics Communications 152 (2003) 165–174 171

ex
ted
xact

ing

hing

-
on
ns
re-
Fig. 3. Convergence of the QLM iterations with the iteration ind
k for the solution of Fig. 1. Only a subset of iterations is presen
such that the highest ones are not distinguishable from the e
solution.

Fig. 4. As in Fig. 1, but for the first excited state, and the match
point being atr = 6.

Fig. 5. As in Fig. 2, but for the state of Fig. 4.
Fig. 6. As in Fig. 3, but for the state of Fig. 4.

Fig. 7. As in Fig. 1, but for the second excited state, and the matc
point being atr = 12.

Fig. 8. As in Fig. 2, but for the state of Fig. 7.

tion index k we present for clarity only those itera
tions which are distinguishable from the final soluti
(k = km) on the graphs; the actual number of iteratio
is higher in order to achieve greater wave function p
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the
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Fig. 9. As in Fig. 3, but for the state of Fig. 7.

Fig. 10. As in Fig. 1, but for the ground (symmetric) state in
double-well potentialV = (r2 −R2)2/(8R2), R = 4 andm= 1/2.

Fig. 11. As in Fig. 2, but the potential and state of Fig. 10.

cision. Figures which display the absolute differen
between successive iterations,|uk(r) − uk−1(x)|, or
the differences between the successive iterations
the exact solution,|uk(r)−uexact(x)|, show the results
Fig. 12. As in Fig. 3, but the potential and state of Fig. 10.

Fig. 13. As in Fig. 1, but for the first excited (antisymmetric) st
in the double-well potentialV = (r2 − R2)2/(8R2), R = 4 and
m= 1/2.

Fig. 14. As in Fig. 2, but the potential and state of Fig. 13.

for the respective optimized parameters sets,DPM
,

and for the lastκ value, i.e. at theE of the eigen-
value.
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Fig. 15. As in Fig. 3, but the potential and state of Fig. 13.

The required precision ofu(x), or the wave func-
tion, wasPODE = 9 in all cases except in the logarit
mic potential case wherePODE = 6. The number of
digits in the values ofE in Table 1 is the number o
stable digits whenPP was increased up toPODE + 3,
except in the cases of Coulomb, Pöschl–Teller
Hülthen potentials, where we display an additio
(the first incorrect) digit.

From Table 1 and Figs. 1–15 one can conclu
that QLM is extremely precise. Energies and the w
function for both ground end excited states typica
converge to the order of 10 significant digits af
aboutkm = 10–20 iterations though the precision ofE

is about one digit more than the precision of the wa
function. We used the numbers of QLM iterationskm
such that the precision of the iteration itself, sho
by the figures displaying|uk(r)− uk−1(x)|, was up to
10−15.

For most potentials treated, to get the ene
to about 9 significant digits, it was necessary
run about 30 QLM iterations for each value of t
energy, and this was repeated about 7 times du
the zero search process which yielded the final ene
The computational time for about 30× 7 = 210
QLM iterations in total varied between 200 a
2000 seconds on a 75 MHz, four-way floating po
processor, or half that on a 400 MHz, two-w
processor. It is not feasible to compare these tim
to other calculations, first and foremost because
calculate to a much larger precision, and the ti
decreases extremely fast with smaller accuracy.
example, for the potentialV = 1

2(r
2 + r4) the time
is about 50 sec for 6-digit precision and 1500 sec
9-digit precision, on the 75 MHz processor. The o
recent Ref. [14] uses a symbolic evaluation progra
while other references are too old for comparison.

The matching pointxm is usually about 2–3 for th
ground state and increases slightly with the excitat
It should be closer to the origin than to the upper po
of the intervalxU. In this way we minimize the regio
in the(x, k) space where irregularities tend to happ
before final fast convergence is achieved, as show
the figures.

4. Conclusion

Our calculations confirm numerically the concl
sion following from the proof in Ref. [3] that onc
the quasilinear iteration sequence starts to converg
will continue to do so, unlike the perturbation expa
sions in powers of the coupling constant or in pow
of 1/N , which are often given by the asymptotic s
ries and therefore converge only up to a certain or
and diverge thereafter. In particular, the 1/N expan-
sions of the binding energy of different ground and
cited states given in Table 1, are strongly divergent
logarithmic, double-well, anharmonic oscillator, li
ear, r3/2 and r5 potentials at orders of about 20
higher or even before this as it was shown recently
Bjerrum-Bohr [14].

Based on our results of the QLM computations
the wave functions and bound state energies for m
different potentials, one can deduce the follow
important features of the quasilinearization method
the quantum mechanics:

(i) The quasilinearization method solves the Sch
dinger equation by rewriting it in the nonline
Riccati form and by approximating the nonline
terms by a sequence of the linear ones. It
not based, unlike perturbation or 1/N expansion
theories, on the existence of some kind of sm
parameter.

(ii) The quasilinearization method works equally w
for both ground and excited states. It is extrem
precise: binding energies and the wave functi
converge to the order of 10 significant digits a
ter about 10–20 iterations. Typically, the num
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ically obtained precision of the wave function
only one digit inferior to that of the energy.

(iii) Fast convergence of the QLM iterations to t
exact solution confirms numerically the unifor
and quadratic law of convergence proved in Re
[1–3] for realistic physical interactions define
on infinite intervals with possible singularities
certain points of the intervals.

(iv) For convergence it is enough that an initial gue
for the zeroth iteration is sufficiently good. In a
the examples considered in the paper the simp
initial guess of setting the logarithmic derivativ
of the wave functionφ(x) equal to zero or to
x at the origin was enough to produce a ra
convergence.

(v) By using the high numbers of QLM iterationskm
such that the obtained iterative solution was
tremely accurate, up to 10−15, it was numerically
confirmed the statement earlier proved and v
ified in Ref. [3] that once the quasilinear iter
tion sequence starts to converge, it will alwa
continue to do so unlike the perturbation or 1/N

expansion series, which are asymptotically div
gent. The quasilinearization method therefore
ways yields the required precision once a s
cessful initial guess generates convergence a
a few steps.

In view of all this, the quasilinearization metho
appears to be extremely useful in quantum mecha
and in many cases more advantageous than the
turbation theory or its different modifications, like e
pansion in inverse powers of the coupling constant,
1/N expansion, etc. Though in this work only ce
tral potentials and one dimensional double well pot
tial were considered and thus only differential eq
tions in one variable were treated, the quasilinear
tion method is able to solve the systems of nonlin
ordinary and partial differential equations inN vari-
ables and could therefore be applicable to the solu
of the Schrödinger equation with the noncentral pot
tials or to theN -body Schrödinger in 3N − 3 dimen-
sions which will be subject of future research.
-
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