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21.1 INTRODUCTION

Designed by nature for information, valued by molecular 
biologists for manipulation, DNA is also a favorite molecule 
of physical chemists and physicists [1]. Its mechanical pro-
perties [2], interactions with other molecules [3], and modes 
of packing [4] present tractable but challenging problems 
whose answers have in vivo and in vitro consequences. In the 
context of DNA transfection and gene therapy [5], what has 
been learned through molecular mechanics, interaction and 
packing might teach us how to package DNA for more effec-
tive gene transfer. Among these modes of in vitro packaging 
are association with proteins, treatment with natural or syn-
thetic cationic “condensing agents,” and combination with 
synthetic positively charged lipids [6].

In vivo, DNA is tightly held, not at all like the dilute 
solution form often studied in vitro (see Figure 21.1). This 
tight assembly necessarily incurs huge energetic costs of con-
! nement, which create a tension under which DNA is expected 
to ravel or to unravel its message. Through direct measure-
ment of forces between DNA molecules [7] and direct obser-
vation of its modes of packing [8], we might see not only how 
to use concomitant energies to design better DNA transfer 
systems but also to reason better about the sequences of events 
by which DNA is read in cells.

What binds these structures? To ! rst approximation, for 
large, " exible biological macromolecules, the relevant interac-
tions resemble those found among colloidal particles [9] where 
the size of the molecule (such as DNA molecules, lipid mem-
branes, actin bundles) distinguishes it from simpler, smaller 
species (such as small solutes or salt ions). On the colloidal 
scale of tens of nanometers (1 nm = 10−9 m), only the interac-
tions between macromolecules are evaluated explicitly, while 

the small molecular species only “dress” the large molecules 
and drive the interactions between them.

The electrical charge patterns of multivalent ions, such as 
Mn2+, Co3+, or spermine4+, with cation binding to negative 
DNA create attractive electrostatic and solvation forces that 
move DNA double helices to ! nite separations despite the 
steric knock of thermal Brownian motion of the DNA [10]. 
Solvation patterns about the cation-dressed structures create 
solvation forces: DNA–DNA repulsion because of water cling-
ing to the surface and attraction from the release of the solvent 
[11]. Positively charged histones spool DNA into carefully dis-
tributed skeins, which are arrayed for systematic unraveling 
and reading [12]. Viral capsids encase DNA, stuffed against its 
own DNA–DNA electrostatic and solvation repulsion, to keep 
it under pressure for release upon infection [13]. In arti! cial 
preparations, the glue of positively charged and neutral lipids 
can lump negative DNA into ordered structures that can move 
through lipids and through water solutions [14].

Changes in the suspending medium can modulate inter-
molecular forces. One example is the change in van der Waals 
charge-" uctuation forces (see below) between lipid bilayers 
when small sugars modifying the dielectric dispersion proper-
ties of water are added to the solution [15]. More dramatic, the 
addition of salt to water can substantially reduce electrostatic 
interactions between charged molecules such as DNA or other 
charged macromolecules bathed by an aqueous solution [16]. 
These changes can modify the behavior of macromolecules 
quantitatively or induce qualitatively new features into their rep-
ertoire, the most notable among these being the precipitation of 
DNA by addition of organic polycations to the solution [10].

Similar observations can be made about the small mole-
cules essential to practically every aspect of interaction 
between macromolecules. Through the dielectric constant or 

AQ1AQ1

FIGURE 21.1 In vivo DNA is highly compacted. The ! gure shows Esherichia coli DNA and T2 bacteriophage DNA after osmotic shock 
in distilled water has allowed them to expand from their much more compact in vivo con! gurations. (E. coli picture courtesy of Ruth Kavenoff, 
Bluegenes Inc., Los Angeles (1994); T2 picture from Kleinschmidt et al. Biophys. Biochim. Acta 1962, 61, 252. With permission.)
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dielectric permittivity, it enters electrostatic interactions, 
through pH it enters charging equilibria, and through its fun-
damental molecular geometry, it enters the hydrogen bond 
network topology around simple solutes. This is, of course, 
the network of water molecule [17]. In what follows, we will 
limit ourselves to only three basic properties of macromole-
cules—charge, polarity (solubility), and conformational " exi-
bility—that appear to govern the plethora of forces encountered 
in biological milieus. It is no surprise that highly ordered 
biological structures, such as the quasicrystalline spooling of 
DNA in viral heads or the multilamellar stacking of lipid 
membranes in visual receptor cells (Figure 21.2), can, in fact, 
be explained by the properties of a very small number of fun-
damental forces acting between macromolecules. Detailed 
experimental as well as theoretical investigations have identi-
! ed hydration, electrostatic, van der Waals or dispersion, 
conformational " uctuation, and polyelectrolyte bridging 
forces as the most fundamental interactions governing the 
fate of biological macromolecules.

Our intent here is to sketch the measurements of these 
operative forces and to dwell upon concepts that rationalize 
them. It is from these concepts, with their insight into what 
controls organizing forces, that we expect people to learn to 
manipulate and to package DNA in more rewarding ways.

21.2 MOLECULAR FORCES

21.2.1  ORIGIN AND MEASUREMENT 
OF MOLECULAR FORCES

We divide these forces into two broad categories, both of 
which can be either attractive or repulsive. First, there are 
interactions that are connected with ! elds emanating from 
sources within or on the macromolecules themselves [16]; for 
example, electrostatic ! elds pointing from the ! xed charge 
distributions on macromolecules into the surrounding space 
and ! elds of connectivity of hydrogen bond networks extend-
ing from the macromolecular surfaces into the bulk solution 
that are seen in hydration interactions. Second, there are the 
forces due to " uctuations that originate either in thermal 
Brownian motion or quantum jitter [15]. Consequent interac-
tions include the van der Waals or dispersion forces that origi-
nate from thermal as well as quantum mechanical " uctuations 
of electromagnetic ! elds in the space between and within the 
interacting molecules and conformation–" uctuation forces 
from thermal gyrations of the macromolecule when thermal 
agitation pushes against the elastic energy resistance of the 
molecule and con! nement imposed by neighboring macro-
molecules [16].

AQ2AQ2

FIGURE 21.2 Highly ordered assemblies, ubiquitous among biological structures, can be explained through the properties of a very small 
number of fundamental forces acting between macromolecules. On the –left-hand side, electron micrograph of a part of a human eye rod 
cell showing multilamellar bilayer aggregate. (From Kessel, R.G. and Kardon, R.H., Tissues and Organs,W.H. Freeman and Co., San Fran-
cisco, CA, 1979.) In the middle, electron micrograph of an in vivo cholesteric phase of a wild type E. coli DNA. (Adapted from Frankiel 
Krispin, D. et al., EMBO J., 2001, 20, 1184.) For comparison, we show the same type of structure for DNA in vitro below. (Adapted from 
Leforestier, A. and Livolant, F., Biophys. J., 1993, 65, 56.) On the right-hand side, cryo-micrographs and computer-processed images of 
T7 phage heads showing ordered DNA spooling within the viral heads. (From Cerritelli, M.E., Cheng, N., Rosenberg, A.H., McPherson, 
C.E., Booy, F.P., and Steven, A.C., Cell, 1997, 91, 271. With permission.)
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There are many ways to detect interactions between mac-
romolecules. In this chapter, we consider only macromole-
cules interacting in ordered arrays that are particularly relevant 
for investigations of the packing and energetics of DNA–lipid 
complexes.

A fundamental concept in macromolecular arrays is that of 
osmotic pressure (Figure 21.3). It is equal to the pressure needed 
to hold a macromolecular array together against the forces 
acting between its constituent macromolecules. It can be applied 
either mechanically across a semipermeable membrane or via 
the osmotic stress of a high molecular weight (e.g. polyethylene 
glycol (PEG), polyvinyl pyrrolidone (PVP), dextran) polymer 
solution. At chemical equilibrium, the osmotic pressure of one 
solution (macromolecular array) balances that of the other (the 
bathing polymer solution). The chemical equilibrium can be 
maintained either via a semipermeable membrane or simply 
because the bathing polymer solution phase separates from the 
macromolecular array, as is many times the case with PEGs, 
PVP, and dextran. This osmotic balancing of different molecu-
lar solutions is the basis of the “osmotic stress method” to mea-
sure the equation of state of macromolecular arrays [18].

The equation of state of a macromolecular solution is 
de! ned as the dependence of its osmotic pressure on the den-
sity of the array (see Figure 21.4). By equilibrating the macro-
molecular array versus a solution of high molecular weight 
polymer with a known osmotic pressure, one can set the 
osmotic pressure in the macromolecular array itself [18]. If in 
addition, one measures the concurrent density of the macro-
molecular array, either via X-ray scattering or direct densi-
tometry, one gets the dependence of the osmotic pressure of 
the array on its density, i.e., its equation of state. This is the 
essence of the osmotic stress method.

21.2.1.1 Hydration Forces

The hydration force is connected with a very simple observa-
tion that it takes increasing amounts of work to remove water 
from between electrically neutral lipids in multilamellar arrays 
or from between ordered arrays of polymers at large polymer 
concentrations [18]. Direct measurements of this work show 
that it increases exponentially with the diminishing separation 
between colloid surfaces with a decay length that depends as 
much on the bulk properties of the solvent as on the detailed 
characteristics of the interacting surfaces. There is neverthe-
less some profound universality in the interactions between 
macromolecular surfaces at close distances (see Figure 21.5)—
whether they are charged, zwitterionic, or uncharged—that 
strongly suggest that water is essential to maintaining the 
 stability of biological matter at high densities.

10t

10t

FIGURE 21.3 Osmotic pressure in macromolecular arrays. Dis-
solved polymers such as PEG exert an osmotic pressure on the part 
of the solution from which they are excluded (shown schematically 
by the weight). Instead of exerting osmotic pressure directly on the 
macromolecular subphase such as DNA or lipid arrays (small cir-
cles), one can equilibrate it with a solution of PEG at a set concentra-
tion and the PEG itself will exert osmotic stress on the macromolecular 
subphase. Osmotic weighing of polymers one against the other (the 
one with the known, set osmotic pressure against the unknown one) 
is the essence of the osmotic stress technique of measuring interac-
tions in macromolecular solutions.

FIGURE 21.4 (See color insert following page xxx.) Osmotic 
stress method. (From Parsegian, V.A., Rand, R.P., Fuller, N.L., and 
Rau, D.C., Methods Enzymol., 1986, 127, 400.) DNA liquid crystals 
are equilibrated against solutions of a neutral polymer (such as PEG 
or PVP, depicted as disordered coils). These solutions are of known 
osmotic pressure, pH, temperature, and ionic composition. (From Rau, 
D.C., Lee, B.K., and Parsegian, V.A., Proc. Natl Acad. Sci. USA, 
1984, 81, 2621.) Equilibration of DNA under the osmotic stress of 
external polymer solution is effectively the same as exerting mechan-
ical pressure on the DNA subphase with a piston that passes water 
and small solutes but not DNA. After equilibration under this known 
stress, DNA separation is measured either by X-ray scattering, if the 
DNA subphase is suf! ciently ordered, or by densitometry. (From 
Strey, H.H., Parsegian, V.A., and Podgornik, R., Phys. Rev. Lett., 
1997, 78, 895.) DNA density and osmotic stress thus determined 
immediately provide an equation of state (osmotic pressure as a 
function of the density of the DNA subphase) to be codi! ed in 
analytic form over an entire phase diagram.
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Hydration forces can be understood in different terms 
with no consensus yet on mechanism [11]. Marãelja and Radiç 
[19] ! rst proposed the idea that colloid surfaces perturb the 
vicinal water and that the exponential decay of the hydration 
force is due to the weakening of the perturbation of the sol-
vent as a function of the distance between the interacting sur-
faces (Figure 21.6). They introduced an order parameter P(z) 
as a function of the transverse coordinate z, between the sur-
faces located at z = D/2 and z = −D/2, that would capture the 
local condition or local ordering of solvent molecules between 
the surfaces. The detailed physical nature of this order param-
eter is left unspeci! ed, but since the theory builds on general 
principles of symmetry and perturbation expansions, molecu-
lar details are not needed. All one needs to know about P is 
that within the bulk water P = 0 and close to a macromolecu-
lar surface P remains nonzero. As a mnemonic, one can envi-
sion P as an arrow associated with each water molecule. In 
bulk water, the arrows point in all directions with equal prob-
ability. Close to a bounding macromolecular surface, they 
point preferentially toward or away from the surface (Figure 
21.6) depending on the surface-orienting ! elds.

If we envisage solvent molecules between two perturbing 
surfaces, we can decompose the total free energy F of their 
con! guration into its energy W and entropy S parts via the 
well-known thermodynamic de! nition F = W − TS, where T is 
the absolute temperature. Energetically, it would be most 
favorable for the surface-induced order to persist away from 

the surfaces, but that would create con" ict between the appos-
ing surfaces (see Figure 21.3). Entropy ! ghts any type of 
ordering and wants to eliminate all orderly con! gurations 
between the two surfaces, creating a homogeneous state of 
molecular disorder characterized by P = 0. Energy and entropy 
compromise to create a nonuniform pro! le of the order 
parameter between the surfaces; surface-induced order propa-
gates but progressively decreases away from the surfaces.

FIGURE 21.5 (See color insert following page xxx.) Interactions 
between biological macromolecules show striking universality at 
close surface-to-surface separations (or equivalently at very large 
densities). Hydroxypropyl cellulose, schizophyllan, different DNA 
salts, xanthan, and DDP bilayers at small intermolecular separations 
(given in terms of the separation between effective molecular sur-
faces of the interacting molecules) all show a strong repulsive inter-
actions decaying with about the same characteristic decay length. 
The log-linear plot is thus more or less a straight line (composite 
data, courtesy D.C. Rau).
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FIGURE 21.6 The hydration force. Marãelja, S. and Radiç, N., 
Chem. Phys. Lett., 1976, 42, 129, introduced an order parameter P 
that would capture the local condition, or local ordering, of solvent 
molecules between the surfaces. We represent it as an arrow (that 
has magnitude and direction) on each water molecule that is trapped 
between the two apposing surfaces and is being acted upon by the 
surface ! elds, depicted schematically with a bold line below each of 
the three drawings. Minimizing the energy corresponding to a spa-
tial pro! le of P leads to a con! guration where P points (for example) 
away from both surfaces and there is thus mismatch at the midplane 
(the dotted line below the leftmost drawing). The entropy on the 
other hand would favor completely disordered con! gurations with 
no net value of P (the dotted line below the rightmost drawing). The 
free energy strikes a compromise between the two extrema, leading 
to a smooth pro! le of P, varying continuously as one goes from one 
surface to the other (the dotted line below the bottom drawing). As 
the two surfaces approach the nonmonotonic pro! le of the order 
parameter P, it leads to repulsive forces between them.
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From the free energy, we can derive the repulsive hydration 
osmotic pressure p acting between the surfaces because, by 
de! nition, it is proportional to the derivative of the free energy 
with respect to the separation D. Osmotic pressure between 
two apposed lipid surfaces has been measured extensively 
for different lipids [20] and has been found to have the form 
p = p0 exp(−D/l). This is consistent with the previous theoreti-
cally derived form of the hydration free energy if one assumes 
that p0 ∼ P2(z = D/2). The corresponding interaction free 
energy per unit surface area of the interacting surfaces, F(D), 
would thus behave as F(D) ∼ p0l exp(−D/l). From these 
experiments, one can deduce the magnitude of the prefactor 
p0, which determines the absolute magnitude of the hydration 
repulsion for a great variety of lipids and lipid mixtures within 
an interval 1012 to 1010 dynes/cm2 or equivalently in the hun-
dreds of atmospheres.

As already noted, in this simple theoretical approach, the 
hydration decay length depends only on the bulk properties of 
the solvent and not on the properties of the surface. In order to 
generalize this simpli! cation, Kornyshev and Leikin [21] for-
mulated a variant of the hydration force theory also to take 
into account explicitly the nature of surface ordering. They 
derived a modi! ed hydration decay length that clearly shows 
how surface order couples with the bare hydration decay 
length. Without going too deeply into this theory, we note that 
if the interacting surfaces have two-dimensional ordering pat-
terns characterized by a wave vector Q = 2l , where l is the 
characteristic scale of the spatial variations of these patterns, 
then the effective hydration force decay length would be 
lKL = 1/2l. Inserting numbers for the case of DNA, where 
the “surface” structure has a characteristic scale of 1–2 Å, 
we realize that the hydration decay length in this case would 
be almost entirely determined by the surface structure and not 
the bulk solvent properties. Given the experimentally deter-
mined variety of forces between phospholipids [20], it is 
indeed quite possible that even in the simplest cases, the mea-
sured decay lengths are not those of the water solvent itself 
but instead also include the surface properties in the charac-
teristic scale of the surface ordering.

The other important facet of this theory is that it predicts 
that in certain circumstances, the hydration forces can become 
attractive [11]. This is particularly important in the case of 
interacting DNA molecules where this hydration attraction 
connected with condensing agents can hold DNAs into an 
ordered array even though the van der Waals forces them-
selves would be unable to accomplish [22]. This attraction is 
always an outcome of nonhomogeneous surface ordering and 
arises in situations where apposing surfaces have complemen-
tary checkerboard like order [11]. Unfortunately, in this situa-
tion, many mechanisms can contribute to attractions; it is 
dif! cult to argue for one strongest contribution.

21.2.1.2 Electrostatic Forces

Electrostatic forces between charged colloid bodies are among 
the key components of the force equilibria in (bio)colloid sys-
tems [23]. At larger separations, they are the only forces that 

can counteract van der Waals attractions and thus stabilize 
colloid assembly. The crucial role of the electrostatic interac-
tions in (bio)colloid systems is well documented and explored 
following the seminal realization of Bernal and Fankuchen 
[24] that electrostatic interaction is the stabilizing force in 
tobacco mosaic virus (TMV) arrays.

Though the salient features of electrostatic interactions of 
! xed charges in a sea of mobile countercharges and salt ions 
are intuitively straightforward to understand, they are dif! cult 
to evaluate. These dif! culties are clearly displayed by the 
early ambiguities in the sign of electrostatic interactions 
between two equally charged bodies that was ! rst claimed to 
be attractive (Levine), then repulsive (Verwey-Overbeek), and 
! nally realized that it is usually repulsive except if the coun-
terions or the salt ions are of higher valency [25].

In this section, we introduce the electrostatic interaction 
on an intuitive footing (see Figure 21.7). Assume we have two 
equally charged bodies with counterions in between. Clearly 
the minimum of electrostatic energy WE [28], which for the 
electrostatic ! eld con! guration at the spatial position r, E(r), 
is proportional to the integral of E2(r) over the whole space 
where one has nonzero electrostatic ! eld, would correspond 
to the adsorption of counterions to the charges, leading to 
their complete neutralization. The equilibrium electrostatic 
! eld would be thus entirely concentrated right next to the sur-
face. However, at a ! nite temperatures, it is not the electro-
static energy but rather the free energy [26], F = WE − TS, 
containing also the entropy S of the counterion distribution, 
that should be minimized. The entropy of the mobile particles 
with the local density ri(r) (we assume there is more than one 
species of mobile particles, for example, counterions and salt 
ions, tracked through the index i) is taken as an ideal gas 
entropy [26], which is proportional to the volume integral of 
Σi[ri(r)ln(ri(r)/r0) − ri(r) − ri0], where ri0 is the density of the 
mobile charges in a reservoir that is in chemical equilibrium 
with the con! ned system under investigation. Entropy by 
itself would clearly lead to a uniform distribution of counter-
ions between the charged bodies, ri(r) = ri0, while together 
with the electrostatic energy, it obviously leads to a nonmono-
tonic pro! le of the mobile charge distribution between the 
surfaces, minimizing the total free energy of the mobile ions.

The above discussion, though being far from rigorous, 
contains all the important theoretical underpinnings known 
under the title of “Poisson-Boltzmann theory” [27]. In order to 
arrive at the central equation corresponding to the core of this 
theory, one simply has to formally minimize the free energy 
F = WE − TS, just as in the case of structural interactions, 
together with the basic electrostatic equation [28] (the Poisson 
equation) that connects the sources of the electrostatic ! eld 
with the charge densities of different ionic species. The stan-
dard procedure now is to minimize the free energy, take into 
account the Poisson equation, and what follows is the well-
known Poisson-Boltzmann equation, the solution of which 
gives the nonuniform pro! le of the mobile charges between 
the surfaces with ! xed charges. This equation can be solved 
explicitly for some particularly simple geometries [27]. For 
two charged planar surfaces, the solution gives a screened 

AQ3AQ3
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electrostatic potential that decays exponentially away from the 
walls. It is thus smallest in the middle of the region between 
the surfaces and largest at the surfaces. The spatial variation of 
the electrostatic interaction is just as in the case of structural 
interactions described with a characteristic decay length, 
termed the Debye length in this case, which for uni–uni valent 
salts assumes the value of lD E 3 Å/√I, where I is the ionic 
strength of the salt in moles per liter. A 0.1 M solution of uni–
uni valent salt, such as NaCl, would thus have the characteristic 

decay length of about 9.5 Å. Beyond this separation, the 
charged bodies do not feel each other any more. By adding or 
removing salt from the bathing solution, we are thus able to 
regulate the range of electrostatic interactions.

The exponential decay of the electrostatic ! eld away from 
the charged surfaces with a characteristic length independent 
(to the lowest order) of the surface charge is one of the most 
important results of the Poisson-Boltzmann theory.

Obviously as the surfaces come closer together, their 
decaying electrostatic potentials begin to interpenetrate [25]. 
The consequence of this interpenetration is a repulsive force 
between the surfaces that again decays exponentially with the 
intersurface separation and a characteristic length again equal 
to the Debye length. For two planar surfaces at a separation D, 
bearing suf! ciently small charges, characterized by the sur-
face charge density s, so that the ensuing electrostatic poten-
tial is never larger than kBT/e, where kB is the Boltzmann’s 
constant and e is the elementary electron charge, one can 
derive the expression F(D) ∼ s2l exp(−D/lD) [27] for the 
interaction free energy per unit surface area F(D). The typical 
magnitude of the electrostatic interaction in different systems 
of course depends on the magnitude of the surface charge. 
It would not be unusual in lipids to have surface charge densi-
ties in the range of one elementary charge per 50 to 100 Å2 
surface area [29]. For this range of surface charge densities, 
the constant prefactor in the expression for the osmotic pres-
sure would be of the order 0.4–1.2 × 107 N/m.

The same type of analysis would apply also to two charged 
cylindrical bodies, e.g. two molecules of DNA, interacting 
across an electrolyte solution. What one evaluates in this case 
is the interaction free energy per unit length of the cylinders 
[30], g(R), where R is the separation between the cylinders, 
which can be obtained in the approximate form g(R) = m2 
exp(−R/lD). It is actually possible to get also an explicit form 
[30] of the interaction energy between two cylinders even if 
they are skewed by an angle q between them. In this case, the 
relevant quantity is the interaction free energy itself (if q is 
nonzero, then the interaction energy does not scale with the 
length of the molecules) that can be obtained in a closed form 
as F(R,q) ∼ m2lDR1/2 exp(−R/lD)/sin q.

The predictions for the forces between charged colloid 
bodies have been reasonably well borne out for electrolyte 
solutions of uni–uni valent salts [31]. In that case, there is near 
quantitative agreement between theory and experiment. 
However, for higher valency salts, the Poisson-Boltzmann 
theory does not only give the wrong numerical values for the 
strength of the electrostatic interactions, but also misses their 
sign. In higher valency salts, the correlations among mobile 
charges between charged colloid bodies due to thermal 
 " uctuations in their mean concentration lead effectively 
to attractive interactions [32] that are in many respects similar 
to van der Waals forces that we analyze next.

21.2.1.3 van der Waals Forces

Van der Waals charge " uctuation forces are special in the 
sense that they are a consequence of thermodynamic as well as 

AQ4AQ4

FIGURE 21.7 Pictorial exposition of the main ideas behind the 
Poisson-Boltzmann theory of electrostatic interactions between 
(bio)colloidal surfaces. Electrostatic energy by itself would favor 
adsorption of counterions (white circles) to the oppositely charged 
surfaces (black circles). The equilibrium pro! le of the counterions in 
this case is presented by the dotted line below the leftmost drawing. 
Entropy, on the contrary, favors a completely disordered con! gura-
tion, i.e., a uniform distribution of counterions between the surfaces, 
presented by the dotted line below the rightmost drawing. The free 
energy works a compromise between the two principles leading to a 
nonmonotonic pro! le of the counterion density (From Verwey, E.J.W. 
and Overbeek, J.T.G., Theory of the Stability of Lyophobic Colloids, 
Elsevier, New York, 1948), varying smoothly in the intersurface region. 
As the two surfaces are brought close, the overlapping counterion 
distributions originating at the ! xed charge at the surfaces (the bold line 
below each of the drawings) create repulsive forces between them.

Energy minimization Entropy minimization

Free energy minimization
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quantum mechanical " uctuations of the electromagnetic ! elds 
[15]. They exist even if the average charge, dipole moment, or 
higher multipole moments on the colloid bodies are zero. This 
is in stark contrast to electrostatic forces that require a net 
charge or a net polarization to drive the interaction. This also 
signi! es that van der Waals forces are much more general and 
ubiquitous than any other force between colloid bodies [9].

There are many different approaches to van der Waals 
forces [15,33,34]. For small molecules interacting at a relatively 
large distance, one can distinguish different contributions to 
the van der Waals force, stemming from thermally averaged 
dipole–dipole potentials (the Keesom interaction), dipole-
induced dipole interactions (the Debye interaction), and 
induced dipole–induced dipole interactions (the London inter-
action) [35]. They are all attractive and their respective 
interaction energy decays as the sixth power of the separation 
between the interacting molecules. The magnitude of the 
interaction energy depends on the electromagnetic absorption 
(dispersion) spectrum of interacting bodies, hence also the 
term dispersion forces.

For large colloidal bodies composed of many molecules, 
the calculation of the total van der Waals interactions is not 
trivial [15,34], even if we know the interactions between indi-
vidual molecules composing the bodies. Hamaker assumed 
that one can simply add the interactions between composing 
molecules in a pairwise manner. It turned out that this was a 
very crude and simplistic approach to van der Waals forces in 
colloidal systems, as it does not take into account the highly 
nonlinear nature of the van der Waals interactions in con-
densed media. Molecules in a condensed body interact among 
themselves, thus changing their properties, hence their dis-
persion spectrum, which in turn modi! es the van der Waals 
forces between them.

Lifshitz, following work of Casimir [9,15,34], realized how 
to circumvent this dif! culty and formulated the theory of van 
der Waals forces in a way that already includes all these nonlin-
earities. The main assumption of this theory is that the presence 
of dielectric discontinuities, as in colloid surfaces, modi! es the 
spectrum of electromagnetic ! eld modes between these sur-
faces (see Figure 21.8). As the separation between colloid bodies 
varies, so do the eigenmode frequencies of the electromagnetic 
! eld between and within the colloid bodies. It is possible to 
deduce the change in the free energy of the electromagnetic 
modes due to the changes in the separation between colloid 
bodies coupled to their dispersion spectral characteristics [36].

Based on the work of Lifshitz, it is now clear that the van 
der Waals interaction energy is just the change of the free 
energy of ! eld harmonic oscillators at a particular eigenmode 
frequency w as a function of the separation between the inter-
acting bodies D and temperature T, w = w(D,T). With this 
equivalence in mind, it is quite straightforward to calculate 
the van der Waals interaction free energy between two planar 
surfaces at a separation D and temperature T; the dielectric 
permittivity between the two surfaces, e, and within the sur-
faces, e′, must both be known as a function of the frequency 
w of the electromagnetic ! eld [36]. This is a consequence of 
the fact that in general, the dielectric media comprising the 

surfaces as well as the space between them are dispersive, 
which means that their dielectric permittivities depend on the 
frequency of the electromagnetic ! eld, i.e. e = e(w). With this 
in mind, one can derive the interaction free energy per unit 
surface area of the interacting surfaces in the form F(D) = 
A(D)12pD2, where the s.c. Hamaker coef! cient A depends on 
the difference between the dielectric permittivities of the inter-
acting materials at different imaginary frequencies ιx. It can, 
in general, be split into two terms: the ! rst term in the Hamaker 
coef! cient is due to thermodynamic " uctuations, such as 
Brownian rotations of the dipoles of the molecules composing 
the media or the averaged dipole-induced dipole forces and 
depends on the static (w = 0) dielectric response of the interact-
ing media, while the second term is purely quantum mechani-
cal in nature [15]. The imaginary argument of the dielectric 
constants is not that odd since e(ιx) is an even function of x, 
which makes e(ιx) also a purely real quantity [36].
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Separation dependence
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FIGURE 21.8 Pictorial introduction to the theory of Lifshitz-van 
der Waals forces between colloid bodies. Empty space is alive with 
electromagnetic (EM) ! eld modes that are excited by thermal as 
well as quantum mechanical " uctuations. Their frequency is uncon-
strained and follows the black body radiation law. Between dielec-
tric bodies only those EM modes survive that can ! t into a con! ned 
geometry. As the width of the space between the bodies varies, so do 
the allowed EM mode frequencies. Every mode can be treated as a 
separate harmonic oscillator, each contributing to the free energy of 
the system. Since this free energy depends on the frequency of the 
modes that in turn depend on the separation between the bodies, the 
total free energy of the EM modes depends on the separation between 
the bodies. This is an intuitive description of the Lifshitz-van der 
Waals force. (From Mahanty, J. and Ninham, B.W., Dispersion Forces, 
Academic Press, London, 1976.)
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In order to evaluate the magnitude of the van der Waals 
forces, one has to know the dielectric dispersion e(w), or more 
appropriately e(ιx), of all the media involved. This is no simple 
task and can be accomplished only for very few materials [34]. 
Experiments seem to be a much more straightforward way to 
proceed. The values for the Hamaker coef! cients of different 
materials interacting across water are between 0.3 and 2.0 × 
10−20 J. Speci! cally for lipids, the Hamaker constants are quite 
close to theoretical expectations except for the phosphatidyl-
ethanolamines that show a much larger attractive interactions 
probably due to headgroup alignment [31]. Evidence from 
direct measurements of attractive contact energies as well 
as direct force measurements suggest that van der Waals forces 
are more than adequate to provide attraction between bilayers 
for them to form multilamellar systems [37].

For cylinders, the same type of argument applies except 
that due to the geometry, the calculations are a bit more tedious 
[38]. Here the relevant quantity is not the free energy per unit 
area but the interaction free energy per unit length of the two 
cylinders of radius a, g(R), considered to be parallel at a separa-
tion R. The calculation [39] leads to the following form: g(R) ∼ 
Aa4/R5 where the constant A again depends on the differences 
between dielectric permittivities, e || and e⊥, respectively, the 
parallel and the perpendicular components of the dielectric 
permittivity of the dielectric material of the cylinders, and em, 
the dielectric permittivity of the bathing medium.

If however the two interacting cylinders are skewed at an 
angle q, then the interaction free energy G(R,q), this time not 
per length, is obtained [39] in the form G(R) ∼ (A + Bcos2 q) 
(a4/R4 sin q). The constants A and B describe the dielectric 
mismatch between the cylinder and the bathing medium at 
different imaginary frequencies. The same correspondence 
between the thermodynamic and quantum mechanical parts 
of the interactions as for two parallel cylinders applies also to 
this case. Clearly the van der Waals force between two cylin-
ders has a profound angular dependence that, in general, 
creates torques between the two interacting molecules.

Taking the numerical values of the dielectric permittivities 
for two interacting DNA molecules, one can calculate that the 
van der Waals forces are quite small, typically one to two 
orders of magnitude smaller than the electrostatic repulsions 
between them, and in general cannot hold the DNAs together 
in an ordered array. Other forces, leading to condensation 
phenomena in DNA [10], clearly have to be added to the total 
force balance in order to get a stable array. There is as yet still 
no consensus on the exact nature of these additional attractions. 
It seems that they are due to the " uctuations of counterions 
atmosphere close to the molecules.

21.2.1.4 DLVO Model

The popular Derjaguin-Landau-Verwey-Overbeek (DLVO) 
[9,25] model assumes that electrostatic double layer and van 
der Waals interactions govern colloid stability. Applied with a 
piety not anticipated by its founders, this model actually does 
surprisingly work rather well in many cases. Direct osmotic 
stress measurements of forces between lipid bilayers show 

that at separations less than ∼10 Å, there are qualitative devia-
tions from the DLVO thinking [40]. For micron-sized objects 
and for macromolecules at greater separations, electrostatic 
double-layer forces and sometimes van der Waals forces tell 
us what we need to know about interactions governing move-
ment and packing.

21.2.1.5 Geometric Effects

Forces between macromolecular surfaces are most easily ana-
lyzed in plane-parallel geometry. Because most of the interact-
ing colloid surfaces are not planar, one must either evaluate 
molecular interactions for each particular geometry or devise a 
way to connect the forces between planar sur faces with forces 
between surfaces of a more general shape. The Derjaguin 
appro ximation [9] assumes that interactions between curved 
bodies can be decomposed into interactions between small 
plane-parallel sections of the curved bodies (see Figure 21.9). 
The total interaction between curved bodies would be thus 
equal to a sum where each term corresponds to a partial inter-
action between quasiplane-parallel sections of the two bodies. 

FIGURE 21.9 The Derjaguin approximation. Formulating forces 
between oppositely curved bodies (e.g., cylinders, spheres etc.) is 
very dif! cult. But it is often possible to use an approximate proce-
dure. Two curved bodies (two spheres of unequal radii in this case) 
are approximated by a succession of planar sections, interactions 
between which can be calculated relatively easily. The total interac-
tion between curved bodies is obtained through a summation over 
these planar sections.

R1
R2

F/S
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This idea can be given a completely rigorous form and 
leads to a connection between the interaction free energy 
per unit area of two interacting planar surfaces, F(D), and 
the force acting between two spheres at minimal separation 
D, f(D), one with the mean radius of curvature R1 and the other 
one with R2. The formal equivalence can be written as fol-
lows: f(D) = 2p(R1R2/(R1 + R2))F(D). A similar equation can 
also be obtained for two cylinders in the form, f(D) = 
2p(R1R2)1/2 F(D).

These approximate relations clearly make the problem of 
calculating interactions between bodies of general shape trac-
table. The only caveat here is that the radii of curvature should 
be much larger than the proximal separation between the two 
interacting bodies, effectively limiting the Derjaguin approxi-
mation to suf! ciently small separations.

Using the Derjaguin formula or evaluating the interaction 
energy explicitly for those geometries for which it is not an 
insurmountable task, one can now obtain a whole range of 
DLVO expressions for different interaction geometries (see 
Figure 21.10). The salient features of all these expressions are 
that the total interaction free energy always has a primary 
minimum that can only be eliminated by strong short range 

hydration forces and a secondary minimum due to the com-
pensation of screened electrostatic repulsion and van der 
Waals–Lifshitz attraction. The position of the secondary min-
imum depends as much on the parameters of the forces 
(Hamaker constant, ! xed charges, and ionic strength) as well 
as on the interaction geometry. One can state generally that 
the range of interaction between the bodies of different shapes 
is inversely proportional to their radii of curvature.

Thus the longest-range forces are observed between 
planar bodies, and the shortest between small (point-like) 
bodies. What we have not indicated on Figure 21.7 is that the 
interaction energy between two cylindrical bodies, skewed at 
a general angle q and not just for parallel or crossed con! gu-
rations, can be obtained in an explicit form. It follows simply 
from these results that the con! guration of two interacting 
rods with minimal interaction energy is the one correspond-
ing to q = p /2, i.e. corresponding to crossed rods.

21.2.1.6 Fluctuation Forces

The term “" uctuation forces” is a bit misleading in this con-
text because clearly van der Waals forces already are " uctua-
tion forces. What we have in mind is thus a generalization of 

Atom surface

Two cylinders Cylinder surface

Two orthogonal cylinders Two surfaces

Two atoms

πes
e e−κD −

πCr

6D3V(D ) =V(r ) = e2

e
e−κr

r
− C

r 6

Ei(kD) −
A

12 2 D3/2

2ms
ek

V(D)/L =

e−κD2s 2

e −
A

12πD2
V(D )/S =

ea
2πκD   e−κD −

AR
6D

V(D ) =
2m2k

V(r )/L =
2m2

e
K0(kr ) −

3πC

8a2r 5

r

D

L
r

L D

R

D
R

R R R

D
r

FIGURE 21.10 A representative set of DLVO interaction expressions for different geometries most commonly encountered in biological 
milieus: Two small particles, a particle and a wall, two parallel cylinders, a cylinder close to a wall, two skewed cylinders, and two walls. The 
DLVO interaction free energy is always composed of a repulsive electrostatic part (calculated from a linearized Poisson-Boltzmann theory) 
and an attractive van der Waals part. Charge: e, charge per unit length of a cylinder: m, charge per unit surface area of a wall: s, C are geome-
try-dependent constants, e the dielectric constant, k the inverse Debye length, and r the density of the wall material. The functions K0(x) (the 
Bessel function K0) and Ei(x) (the exponential integral function) both depend essentially exponentially on their respective argument.
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the van der Waals forces to situations where the " uctuating 
quantities are not electromagnetic ! elds but other quantities 
subject to thermal " uctuations. No general observation as to 
the sign of these interactions can be made; they can be either 
repulsive or attractive and are as a rule of thumb comparable 
in magnitude to the van der Waals forces.

The most important and ubiquitous force in this category 
is the undulation or Helfrich force [41]. It has a very simple 
origin and operates among any type of deformable bodies as 
long as their curvature moduli are small enough (comparable 
to thermal energies). It was shown to be important for multila-
mellar lipid arrays [42] as well as in hexagonal polyelectrolyte 
arrays [43] (see Figure 21.11).

The mechanism is simple. The shape of deformable bodies 
" uctuates because of thermal agitation (Brownian motion) 
[26]. If the bodies are close to each other, the conformational 
" uctuations of one will be constrained by the " uctuations of 
its neighbors. Thermal motion makes the bodies bump into 
each other, which creates spikes of repulsive force between 
them. The average of this force is smooth and decays continu-
ously with the mean separation between the bodies.

One can estimate this steric interaction for multilamellar 
lipid systems and for condensed arrays of cylindrical poly-
mers (Figure 21.11). The only quantity entering this calcula-
tion is the elastic energy of a single bilayer that can be written 
as the square of the average curvature of the surface, summed 
over the whole area of the surface, multiplied by the elastic 
modulus of the membrane, KC. KC is usually between 10 and 
50 kBT [44] for different lipid membranes. If the instanta-
neous deviation of the membrane from its overall planar shape 
in the plane is now introduced as u, the presence of neighbor-
ing membranes introduces a constraint on the " uctuations of 
u that basically demands that the average of the square of u 
must be proportional to D2, where D is the average separation 
between the membranes in a multilamellar stack. Thus we 
should have u2 ∼ D2. The free energy associated with this con-
straint can now be derived in the form F(D) ∼ (kBT)2(KCD2), 
and is seen to decay in inverse proportion to the separation 
between bilayers squared [41].

It has thus obviously the same dependence on D as the van 
der Waals force. This is, however, not a general feature of undu-
lation interactions as the next example clearly shows. Also we 
only indicated the general proportionality of the interaction 
energy. The calculation of the prefactors can be a dif! cult [45] 
especially because the elastic bodies usually do not interact 
with idealized hard repulsions but rather through soft potentials 
that have both attractive as well as repulsive regimes.

The same line of thought can now be applied to " exible 
polymers in a condensed array [43]. This system is a one-
dimensional analog of the multilamellar membrane system. For 
polymers, the elastic energy can be written similarly to the 
membrane case as the square of the local curvature of the poly-
mer, multiplied by the elastic modulus of the polymer, inte-
grated over its whole length. The elastic modulus KC is usually 
expressed through a persistence length Lp = KC/(kBT). The 
value of the persistence length tells us how long a polymer can 
be before the thermal motion forces it to " uctuate wildly. For 
DNA, this length is about 50 nm. It spans, however, the whole 
range of values between about 10 nm for hyaluronic acid, all the 
way to 3 mm for microtubules. Using now the same constraint 
for the average " uctuations of the polymer away from the 
straight axis, one derives the relationship for the free energy 
change due to this constraint, F(D) ∼ (kBT)(Lp

1/3D2/3) [43].
Clearly the D dependence for this geometry is very much 

different from the one for van der Waals force, which would be 
D−5. There is thus no general connection between the van der 
Waals force and the undulation " uctuation force. Here again 
one has to indicate that if the interaction potential between 
" uctuating bodies is described by a soft potential, with no 
 discernible hard core, the " uctuation interaction can have a 
profoundly different dependence on the mean separation [43].

FIGURE 21.11 (See color insert following page xxx.)  Thermally 
excited conformational " uctuations in a multilamellar membrane 
array (small molecules are waters and long chain molecules are 
phospholipids) or in a tightly packed polyelectrolyte chain array (the 
! gure represents a hexagonally packed DNA array) leading to colli-
sions between membranes or polyelectrolyte chains. These colli-
sions contribute an additional repulsive contribution to the total 
osmotic pressure in the array, a repulsion that depends on the aver-
age spacing between the " uctuating objects.
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Apart from the undulation " uctuation force, there are 
other " uctuation forces. The most important among them 
appears to be the monopolar charge " uctuation force [46], 
recently investigated in the context of DNA condensation. It 
arises from transient charge " uctuations along the DNA 
 molecule due to constant statistical redistributions of the 
counterion atmosphere.

The theory of charge " uctuation forces is quite intricate 
and mathematically demanding [47]. Let us just quote a rather 
interesting result: if two point charges interact via a “bare” 
potential V0(R), where R is the separation between them, then 
the effect of the thermal " uctuations in the number of coun-
terions surrounding these charges would lead to an effective 
interaction of the form V(R) ∼ kBT(V0(R) )2. The " uctuation 
interaction in this case would thus be attractive and propor-
tional to the square of the bare interaction.

This simple result already shows one of the salient fea-
tures of the interaction potential for monopolar charge " uctu-
ation forces, i.e., it is screened with half the Debye screening 
length (because of V2(R) ). If there is no screening, however, 
the monopolar charge " uctuation force becomes the strongest 
and longest ranged among all the " uctuation forces. It is how-
ever much less general than the related van der Waals force 
and at present, it is still not clear what the detailed conditions 
should be for its appearance, the main dif! culty being the 
question whether charge " uctuations in the counterion atmo-
sphere are constrained or not.

21.2.1.7  Attractive Electrostatic Forces: Strong 
Coupling and Polyelectrolyte Bridging

As we pointed out in the section on the electrostatic forces, the 
predictions of the Poisson-Boltzmann theory for interactions 

between charged macroions in electrolyte solutions of univa-
lent salts conform well with osmotic stress experiments on 
ordered DNA arrays to the extent of a near quantitative agree-
ment between theory and experiment [43]. The effective sur-
face charge on DNA obtained from osmotic stress experiments 
is close, but nevertheless consistently somewhat smaller from 
the theoretical predictions based on the Manning counterion 
condensation theory. Theoretical arguments based on the 
more detailed analysis of the counterion condensation in the 
presence of salt [48] generally agree that the effective charge 
on DNA in an ionic solution should be smaller than the one 
based on the estimate of Manning condensation theory.

When the same analysis of the osmotic stress experiments 
is furthermore applied to salts containing at least one higher 
valency counterion, such as Mn2+, Co(NH3)6

3+ or various 
polyamines, the theoretical predictions based on the Poisson-
Boltzmann theory tend to lose agreement with experiment. 
Not only does the Poisson-Boltzmann theory give the wrong 
numerical values for the strength of the electrostatic interac-
tions, but also and more importantly misses their sign since 
experiments point to the existence of electrostatic attractions 
[22]. This attraction is deduced from the shape of the osmotic 
pressure as a function of density of DNA, i.e. there are regions 
of DNA density where the corresponding osmotic pressure in 
a DNA array remains constant [49] (see left panel of Figure 
21.12 for Co(NH3)6

3+concentrations of 12 and 6 mM).
This is quite similar to the pressure versus volume iso-

therms in the case of a liquid–gas transition [50] (see right 
panel of Figure 21.12). In that case due to attractive van der 
Waals interactions between gas molecules, the gaseous phase 
condenses into a liquid phase at a certain condensation pres-
sure that depends on the temperature. As we reduce the 
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FIGURE 21.12 Left-hand side: Osmotic pressure as a function of DNA concentration in a DNA array with monovalent salt (0.25 M NaCl) 
with added trivalent counterion CoHex (Co(NH3)6 

3+) at concentration from 0 to 20 mM. Above a suf! ciently large value of CoHex concen-
tration (17 mM), DNA spontaneously precipitates. For smaller values of CoHex concentration, e.g., 6 mM, the osmotic pressure dependence 
on the interaxial spacing shows a horizontal transition line between two regimes of repulsive forces. Right-hand side: A schematic explana-
tion of the 6 mM CoHex concentration line. The dependence of the osmotic pressure on the interaxial spacing is in fact nonmonotonic due 
to the presence of attractive interactions in the region depicted in red. Because of the condition of stability, just as in the case of the van der 
Waals isotherm, the regions of attraction can only be traversed via a horizontal transition line.
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volume in the region of liquid–gas coexistence, more of the 
gas condenses into liquid, while the applied force required to 
keep the gas in place is unchanged. As a result, the part of the 
isotherm between the start and the end of the condensation 
process is " at (see right panel of Figure 21.12). In the DNA 
case, the role of inverse temperature is played (roughly) by the 
concentration of the polyvalent counterion. For suf! ciently 
large concentration, for example, of Co(NH3)6

3+, the DNA 
array spontaneously precipitates or condenses into an ordered 
high density phase. One thus concludes that the polyvalent 
counterion should confer some kind of attractive interactions 
between nominally equally charged DNA molecules. What is 
so special about multivalent counterions, such as Mn2+, 
Co(NH3)6

3+, or various polyamines, that leads to a complete 
breakdown of the simple Poisson-Boltzmann framework?

In order to understand this anomaly, we should ! rst relin-
quish a seemingly obvious explanation—that we are dealing 
with the effects of DNA–DNA van der Waals interactions as 
is the case in condensation of gases (see above). These forces 
are much too small to account for the strong attractions seen 
with polyvalent counterions [34]. So how are we to rationalize 
the polyvalent counterion-mediated DNA attractions?

When dealing with small univalent counterions in the 
Poisson-Boltzmann framework, we actually assume that they 
can be described collectively, via their number or charge den-
sity, without acknowledging that we have individual charges 
(see, for example, the chapter by Andelman in Ref. [27]). This 
approach is usually referred to as the mean-! eld approach in 
statistical thermodynamics and is used in a plethora of con-
texts. It works only if the concentration of the counterions or 
salt ions, in general, is high enough. Poisson-Boltzmann 
theory is, in fact, a mean-! eld theory. When we go to polyva-
lent counterions of valency Z, and for the sake of the argu-
ment, assume that Z >> 1, we have fewer counterions to satisfy 
the overall electroneutrality of the system. In an extreme case, 
we would be dealing with just a few of them as represented 
schematically in Figure 21.13. In this case, the mean-! eld 
description would break down miserably. Why? Because there 
is no proper “mean-! eld” to speak of. We have to deal with 
each of the counterions individually. This demands a com-
pletely different approach that has to be set apart and formu-
lated in a completely different language than the popular 
Poisson-Boltzmann (mean-! eld) theory. This alternative 
approach has been formulated by various people and goes 
under the strong-coupling approach [51] or the strong-correla-
tion approach [52].

Let us try to describe this alternative approach without 
invoking the heavy analytical machinery on which it relies. 
For instance, assume that we have only one giant polyvalent 
counterion between two ! xed charges of opposite sign (see 
right panel of Figure 21.13). The charge of this giant counter-
ion would have to be large indeed in order to neutralize the 
two surfaces with ! xed charge of opposite sign, but this is the 
assumption. The overall force between the ! xed charges is 
composed of direct repulsion between the ! xed charges, since 
they are assumed to be equally charged plus the attraction 
between the left ! xed charge and the counterion (remember, 

they bear charges of opposite sign), assumed to be in the 
middle of the space between the ! xed charges and the attrac-
tion between the right ! xed charge and the counterion (again 
remember, they bear charges of opposite sign). Summing 
together all these contribution, we get an overall attraction. 
Thus in this case, like-charged surfaces do not repel as goes 
the common wisdom, in fact they attract. This intuitive argu-
ment can be made exact within the strong-coupling approxi-
mation that supersedes the Poisson-Boltzmann description in 
the case of polyvalent counterions. The strong coupling 
approach can be formulated also in an alternative form of the 
s.c. correlated Coulomb " uid theory [52], but is always reduced 
to the assumption that polyvalent counterions interact with 
the ! xed charges individually and not collectively as in the 
Poisson-Boltzmann framework. The attraction usually out-
weighs repulsion only at small separation between the sur-
faces bearing ! xed charges, and as the separation increases 
the idealization invoked above becomes increasingly less 
realistic, we move smoothly from the strong-coupling attrac-
tion to the standard Poisson-Boltzmann repulsion.

An alternative interpretation of the same effect [22] 
would be that the polyvalent counterion adsorbs onto the 
charged surface and thus changes its hydration pattern by 
interacting much more strongly with the water molecules in 
its vicinity than with the ! xed charges on the surface. This 
modulation of the hydration pattern on both of the apposed 
surfaces could also induce structural attractions, qualitatively 
similar to the strong coupling electrostatic interactions. Both 
effects are short-ranged and are thus dif! cult to disentangle. 
Strong counterion speci! city in the magnitude of attractive 

AQ1AQ1

FIGURE 21.13 Monovalent counterions (small white circles) 
assumed to be positive between two oppositely charged surfaces 
(small black circles) vs. polyvalent positive counterions (large white 
circles) in the same geometry. In the idealized case when the valency 
(Z) of the counterion is assumed to be very large (Z >> 1), we can 
treat just a single counterion (of the two depicted in the right panel) 
in the space between the two surfaces bearing ! xed charges. Direct 
electrostatic interactions between negatively charged surfaces are 
repulsive, but the interactions between the (single) counterion and 
the surfaces are attractive since the counterion bears a charge oppo-
site in sign to those on the surfaces. The sum of the two is also net 
attractive. This is the physical origin of the correlation attraction 
in polyvalent counterion systems such as DNA with trivalent 
Co(NH3)6 

3+counterion.

Z  = 1

Z

Z
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interactions shows that at least a part of it has an origin in 
counterion properties other than its valency.

Until now, when invoking polyvalent counterions what we 
had in mind were relatively small charged particles without 
any inherent structure. We now move forward. By increasing 
the valency of the counterions, thus adding more and more 
charge to them, ions do not only grow in size but in fact usu-
ally become more and more polymer-like. Their inherent 
chemical structure becomes increasingly chain-like. In fact, 
we refer to them as polyelectrolytes [53], which in this context 
means long, usually positively charged polymer chains. 
Typical examples include polyamines, such as spermine, and 
polypeptides such as poly-l-lysine and poly-l-arginine. 
Mixing these long " exible polycations with DNA in an ionic 
solution leads again to ordered DNA arrays that allow the 
application of the osmotic stress technique, resulting in equa-
tion of state, i.e. osmotic pressure as a function of the DNA 
density, just as in the case of simple salts [54]. Strong attrac-
tions between DNA molecules have been measured also in 
solutions containing such polycations. In this case, however, it 
would be dif! cult to invoke the previous argument based on 
the strong-coupling picture, since the charged polymer chains 
have very extended con! gurations that do not allow us to use 
gedanken experiments based on point charge models as we 
did before, where the total interaction was composed of direct 
repulsion between the ! xed charges plus the attraction 
between the ! xed charges and the counterion. So what would 
be an appropriate conceptual picture to explain attractions 
between surfaces with ! xed negative charges mediated by 
these long polycations?

We again give a simple description of what is going on 
without going into complicated mathematical details [55]. 
Imagine the situation of two cylindrical macroions with ! xed 
negative charge together with a polycation chain and possibly 
simple salt and counterions (as depicted in Figure 21.14). 
Because the polyelectrolyte chain is oppositely charged from 

the macroions, it would like to neutralize them due to electro-
static attraction. In the case of suf! ciently long polycations, 
the " exible chain can wrap around both macroions with ! xed 
charges, creating a polyelectrolyte bridge between them (see 
the schematic representation on the left panel of Figure 21.14). 
This bridge is trying to pull the two ! xed charges together by 
an entropic elastic force due to a tendency to maximize the 
possible number of polymer conformations, thus creating an 
attractive force between them. However, in this case, there is 
no strong-coupling or correlation effect. The chain draws the 
two macroions together simply because of its connectivity 
[56]. The total force in this case is composed of the direct 
electrostatic repulsion between the macroions with partially 
neutralized charges and the elastic term corresponding to the 
part of the polyelectrolyte chain between the macroions. Note 
the difference however. In the strong coupling viewpoint, the 
attraction is still electrostatic in origin, stemming from 
the sharing of the simple polyvalent counterion between the 
two ! xed charges. In the case of polyelectrolyte bridging on 
the other hand, the attraction is only distantly electrostatic in 
origin, stemming more directly from the elasticity, connectiv-
ity, and conformational " exibility of the polycation chain. 
Similar to the situation with simple, not polymeric, counter-
ions, the polyelectrolyte bridging attraction is also usually 
short-ranged except in arrays of macromolecules where it can 
be also long(er) ranged [57].

Both mechanisms, strong coupling attraction as well as 
polyelectrolyte bridging, have a profound effect on the bal-
ance of forces in DNA arrays as well as for conformations of 
a single DNA in a very dilute solution. In the former case, 
they have been observed directly in the DNA–polycation 
complexes analyzed by the osmotic stress technique that 
we will describe in more detail later [54], whereas in the 
latter case, they are responsible for the phenomenon of 
DNA condensation that we will not deal with speci! cally in 
this chapter.

FIGURE 21.14 A schematic presentation of two cylindrical macroions with ! xed (negative) charges (blue cylinders) with a polycation 
chain (green wire) and explicit salt- and counterions (small yellow spheres) in between. The polycation chain tends to neutralize the ! xed 
charges and thus wraps around both cylindrical macroions in a bridging con! guration. Left-hand side: For small enough separation between 
the counterions, the polycation can bridge the space between them resulting in attractive bridging interactions. Right-hand side: For larger 
separations, the polycation cannot bridge the space between macroions and the bridging attraction is not present. This polycation-mediated 
bridging attraction is usually of short range but much stronger than the van der Waals interaction.
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21.2.1.8 Lessons

Molecular forces apparently convey a variety that is surprising 
considering the fact that they are all to some extent or another 
just a variant of electrostatic interactions. Quantum and ther-
mal " uctuations apparently modify the underlying electro-
statics, leading to qualitatively novel and unexpected features. 
Electrostatic interactions mediated by polyvalent counterions 
show a quite surprising feature of being actually attractive 
even between nominally equally charged macroions such as 
two DNA molecules. These attractions can be due to either 
complicated correlation or hydration effects, or polyelectro-
lyte bridging attractions if the counterions have long " exible 
charged chains. The menagerie of forces obtained in this way 
is what one has to deal with and understand when trying to 
make them work for us.

21.3 DNA MESOPHASES

21.3.1 POLYELECTROLYTE PROPERTIES OF DNA

We can de! ne several levels of DNA organization similar to 
Ref. [1]. Its primary structure is the sequence of base pairs. Its 
secondary structure is the famous double helix that can exist in 
several conformations. In solution, the B-helical structure 
dominates [58]. The bases are perpendicular to the axis of the 
molecule and are 0.34 nm apart, and 10 of them make one turn 
of the helix. These parameters can vary for DNA in solution 
where up to 10.5 base pairs can make a whole turn of the 
double helix [59]. In the A structure, the bases are tilted with 
respect to the direction of the helix and this arrangement yields 
an internal hole, wider diameter, and closer packing (see Figure 
21.15). Other conformations, such as the left-handed Z form, 
are rare. In solution, DNA’s tertiary structure includes the 
many bent and twisted conformations in three dimensions.

DNA lengths can reach macroscopic dimensions. For 
instance, the human genome is coded in approximately 3 bil-
lion base pairs with a collective linear stretch on the order of 
a meter. Obviously, this molecule must undergo extensive 
compaction in order to ! t in the cell nucleus. In natural envi-
ronments, DNA is packaged by basic proteins, which form 
chromatin structures to keep DNA organized. In the test tube, 
DNA can be packaged into very tight and dense structures as 
well, primarily by various “condensing” agents. Their addi-
tion typically induces a random coil to globule transition. At 
large concentrations, DNA molecules, like lipids, form 
ordered liquid crystalline phases [10] that have been studied 
extensively at different solution conditions [8].

In vitro, at concentrations above a critical value [60], 
polyelectrolyte DNA self-organizes in highly ordered meso-
phases [8]. In this respect, it is a lyotropic liquid crystal. But 
contrary to the case of lipid mesophases, where the shape of 
constituent molecules plays a determining role, the organiza-
tion of DNA in condensed phases is primarily a consequence 
of its relatively large stiffness [8]. The orientational ordering 
of DNA at high concentrations is promoted mostly by the 
interplay between entropically favored disorder or misalign-
ment and the consequent price in terms of the high interaction 

energy. The mechanism of orientational ordering is thus the 
same as in standard short nematogens [61], with the main dif-
ference arising from the extended length of the polymeric 
chains. The discussion that follows will concentrate mostly on 
very long, on the order of 1000 persistence lengths, microns 
long, DNA molecules.

21.3.2 FLEXIBILITY OF DNA MOLECULES IN SOLUTION

In isotropic solutions, DNA can be in one of the several forms. 
For linear DNA, individual molecules are effectively straight 

FIGURE 21.15 Structural parameters of a DNA molecule. The 
two relevant con! gurations of the DNA backbone: A-DNA, common 
at small hydrations or high DNA densities, and B-DNA common in 
solution at large hydrations and lower DNA densities. The test tube 
holds ethanol-precipitated DNA in solution. Its milky color is due to 
the light scattering by thermal conformational " uctuations in the 
hexatic phase (see main text). Box: Typical persistence lengths for 
different (bio)polymer chains in nanometers. DNA persistence 
length was ! rst inferred from light scattering experiments in 1953 
by Peterlin (From Peterlin, A., Nature, 1953, 171, 259).
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over the span of a persistence length that can be de! ned also 
as the exponential decay length for the loss of angular correla-
tion between two positions along the molecule, while for 
longer lengths they form a worm-like random coil. The persis-
tence length of DNA is about 50 nm [1]. The persistence length 
has been determined by measuring the diffusion coef! cient of 
different-length DNA molecules using dynamic light scatter-
ing and by enzymatic cyclization reactions [62]. It depends 
only weakly on the base-pair sequence and ionic strength.

DNA can also be circular as in the case of a plasmid. The 
closed form of a plasmid introduces an additional topological 
constraint on the conformation that is given by the linking 
number Lk [2]. The linking number gives the number of heli-
cal turns along a circular DNA molecule. Because plasmid 
DNA is closed, Lk has to be an integer number. By convention, 
Lk of a closed right-handed DNA helix is positive. The most 
frequent DNA conformation for plasmids in cells is negatively 
supercoiled. This means that for such plasmids, Lk is less than 
it would be for a torsionally relaxed DNA circle; negatively 
supercoiled DNA is underwound. This is a general phenome-
non with important biological consequences. It seems that free 
energy of negative supercoiling catalyzes processes that 
depend on DNA untwisting such as DNA replication and tran-
scription, which rely on DNA [63]. While the sequence of 
bases in exons determine the nature of proteins synthesized, it 
is possible that such structural features dictate the temporal 
and spatial evolution of DNA-encoded information.

21.3.3 LIQUID CRYSTALS

The fact that DNA is intrinsically stiff makes it form liquid 
crystals at high concentration [8]. Known for about 100 years, 
the simplest liquid crystals are formed by rodlike molecules. 
Solutions of rods exhibit a transition from an isotropic phase 
with no preferential orientation to a nematic phase, a " uid in 
which the axes of all molecules point on average in one direc-
tion (see Figure 21.11). The unit vector in which the molecules 
point is called the nematic director n. Nematic order is orien-
tational order [61], in contrast to positional order that distin-
guishes between " uid and crystalline phases. Polymers with 
intrinsic stiffness can also form liquid crystals. This is because 
a long polymer with persistence length Lp acts much like a 
solution of individual rods that are all one persistence length 
long, thus the term “polymer nematics” [64].

If the molecules that comprise the liquid crystal are chiral, 
have a natural twist such as double helical DNA, then their 
orientational order tends to twist. This twist originates from 
the interaction between two molecules that are both of the 
same handedness. This chiral interaction is illustrated in 
Figure 21.16 for two helical or screw-like molecules. For steric 
reasons, two helices pack best when tilted with respect to each 
other. Instead of a nematic phase, chiral molecules form a 
cholesteric phase [61]. The cholesteric phase is a twisted nem-
atic phase in which the nematic director twists continuously 
around the so-called cholesteric axis as shown in Figure 21.16. 
Using the same arguments as for plain polymers, chiral poly-
mers form polymer cholesterics.

Both cholesteric and hexagonal liquid crystalline DNA 
phases were identi! ed in the 1960s. This discovery was espe-
cially exciting because both phases were also found in biolog-
ical systems. The hexagonal liquid crystalline phase can be 
seen in bacterial phages and the cholesteric phase can be seen 
in cell nuclei of dino" agellates [8].

21.3.4  MEASUREMENTS OF FORCES BETWEEN 
DNA MOLECULES

Liquid crystalline order lets us measure intermolecular forces 
directly. With the osmotic stress method, DNA liquid crystals 
are equilibrated against neutral polymer (such as PEG or PVP) 
solutions of known osmotic pressure, pH, temperature, and 
ionic composition [65]. Equilibration of DNA under osmotic 
stress of external polymer solution is effectively the same as 
exerting mechanical pressure on the DNA subphase with a 
piston (see Figure 21.4). In this respect, the osmotic stress tech-
nique is formally very much similar to the Boyle experiment 

FIGURE 21.16 “Chiral” interaction for two helical or screw-like 
molecules. For steric reasons, two helices just as two screws (depicted 
on the ! gure) pack best when slightly tilted with respect to each 
other. Since DNA because of its double-stranded, helical nature, is a 
type of molecular screw, it too exhibits chiral interactions. Instead of 
a nematic phase depicted in Figure 21.11, characterized by the aver-
age constant direction of molecules, chiral molecules form a choles-
teric phase. (From De Gennes, P.G. and Prost, J., The Physics of 
Liquid Crystals, 2nd ed., Oxford University Press, Oxford, 1993.) 
The cholesteric phase is a twisted nematic phase in which the nem-
atic director twists continuously around a “cholesteric axis” depicted 
on the middle drawing. Under crossed polarizers (bottom), the DNA 
cholesteric phase creates a characteristic striated texture. For long 
DNA molecules, the striations appear disordered.
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where one compresses a gas with mechanical pistons and 
measures the ensuing pressure. After equilibration under this 
known stress, DNA separation is measured either by X-ray 
scattering, if the DNA subphase is suf! ciently ordered, or by 
straightforward densitometry [66]. Known DNA density and 
osmotic stress immediately provide an equation of state 
(osmotic pressure as a function of the density of the DNA sub-
phase) to be codi! ed in analytic form for the entire phase dia-
gram. Then, with the local packing symmetry derived from 
X-ray scattering [7,65], and sometimes to correct for DNA 
motion [42], it is possible to extract the bare interaxial forces 
between molecules which can be compared with theoretical 
predictions as developed in Chapter 2. In vivo observation of 
DNA liquid crystals [67] shows that the amount of stress 
needed for compaction and liquid crystalline ordering is the 
same as for DNA in vitro.

21.3.5 INTERACTIONS BETWEEN DNA MOLECULES

Direct force measurements performed on DNA in univalent 
salt solutions reveal two types of purely repulsive interactions 
between DNA double helices [4]:

 1. At interaxial separations less than ∼3 nm (surface 
separation ∼1 nm), an exponentially varying “hydra-
tion” repulsion is thought to originate from partially 
ordered water near the DNA surface.

 2. At surface separations greater than 1 nm, measured 
interactions reveal electrostatic double layer repul-
sion presumably from negative phosphates along the 
DNA backbone.

Measurements give no evidence for a signi! cant DNA–DNA 
attraction expected on theoretical grounds [68]. Though 
charge " uctuation forces must certainly occur, they appear to 
be negligible at least for liquid crystal formation in monova-
lent-ion solutions. At these larger separations, the double 
layer repulsion often couples with con! gurational " uctua-
tions to create exponentially decaying forces whose decay 
length is signi! cantly larger than the expected Debye screen-
ing length [42].

Bare short-range molecular interactions between DNA 
molecules appear to be insensitive to the amount of added 
salt. This has been taken as evidence that they are not electro-
static in origin, as attested also by similar interactions between 
completely uncharged polymers such as schizophyllan (Figure 
21.5). The term “hydration force” associates these forces with 
perturbations of the water structure around the DNA surface 
[65]. Alternatively, short-range repulsion has been viewed as a 
consequence of the electrostatic force speci! c to high DNA 
density and counterion concentration [69].

21.3.6 HIGH-DENSITY DNA MESOPHASES

Ordering of DNA can be induced by two alternative mecha-
nisms. First of all, attractive interactions between different 
DNA segments can be enhanced by adding multivalent 

 counterions thought to promote either counterion-correla-
tion forces [70] or electrostatic [71] and hydration attraction 
[22]. In these cases, DNA aggregates spontaneously. 
Alternatively, one can add neutral crowding polymers to the 
bathing solution that phase separate from DNA and exert 
osmotic stress on the DNA subphase [72]. In this case, the 
intersegment repulsions in DNA are simply counteracted by 
the large externally applied osmotic pressure. DNA is forced 
in this case to condense under externally imposed constraints. 
This latter case is formally (but only formally) analogous to 
a Boyle gas pressure experiment but with osmotic pressure 
playing the role of ordinary pressure. The main difference 
being that ordinary pressure is set mechanically while 
osmotic pressure has to be set through the chemical potential 
of water, which is in turn controlled by the amount of neutral 
crowding polymers (such as PEG, PVP, or dextran) in the 
bathing solution [66].

At very high DNA densities, where the osmotic pressure 
exceeds 160 atm, DNA can exist only in a (poly)crystalline 
state [73]. Nearest neighbors in such an array are all oriented 
in parallel and show correlated (nucleotide) base stacking 
between neighboring duplexes (see Figures 21.11 and 21.17). 
This means that there is a long-range correlation in the posi-
tions of the backbone phosphates between different DNA 
molecules in the crystal. The local symmetry of the lattice 
is monoclinic. Because of the high osmotic pressure, DNA is 
actually forced to be in an A conformation characterized by 
a somewhat larger outer diameter as well as a somewhat 
smaller pitch than in the canonical B conformation (see 
Figure 21.15), which persists at smaller densities. If the 
osmotic pressure of such a crystal is increased above 400 atm, 
the helix begins to crack and the sample loses structural 
homogeneity [73].

Lowering the osmotic pressure does not have a pro-
nounced effect on the DNA crystal until it is down to 
∼160 atm. Then the crystal as a whole simultaneously expands 
while individual DNA molecules undergo an A to B confor-
mational transition (see Figure 21.17) [73]. This phase trans-
formation is thus ! rst order, and besides being a conformational 
transition for single DNA, is connected also with the melting 
of the base stacking as well as positional order of the helices 
in the lattice. The ensuing low-density mesophase, where 
DNA is in the B conformation, is therefore characterized by 
short-range base stacking order, short-range 2D positional 
order, and long-range bond orientational order (see Figure 
21.18) [74]. This order is connected with the spatial direction 
of the nearest neighbors [75]. It is for this reason that the 
phase has been termed a “line hexatic” phase. Hexatics usu-
ally occur only in 2D systems. They have crystalline bond 
orientational order but liquid-like positional order. There 
might be a hexatic to hexagonal columnar transition some-
where along the hexatic line though a direct experimental 
proof is lacking.

The difference between the two phases is that the hexago-
nal columnar phase has also a crystalline positional order and 
is thus a real 2D crystal (see Figure 21.18) [76]. It is the long-
range bond orientational order that gives the line hexatic 
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phase some crystalline character [77]. The DNA duplexes are 
still packed in parallel, while the local symmetry perpendicu-
lar to the long axes of the molecules is changed to hexagonal. 
The directions of the nearest neighbors persist through mac-

roscopic dimensions (on the order of mm) while their posi-
tions tend to become disordered already after several (typically 
5 to 10) lattice spacings. This mesophase has a characteristic 
X-ray scattering ! ngerprint (see Figure 21.18). If the X-ray 
beam is directed parallel to the long axis of the molecules, it 
shows a hexagonally symmetric diffraction pattern of broad 
liquid-like peaks [78].

Typical lattice spacings in the line hexatic phase are 
between 25 and 35 Å (i.e. between 600 and 300 mg/mL of 
DNA) [74]. The free energy in this mesophase is mostly a 
consequence of the large hydration forces stemming from 
removal of water from the phosphates of the DNA backbone. 
Typically independent of the ionic strength of the bathing 
solution, these hydration forces [65] depend exponentially on 
the interhelical separation and decay with a decay length of 
about 3 Å [11] at these large densities. This value of the hydra-
tion decay length seems to indicate that it is determined solely 
by the bulk properties of the solvent, i.e. water.

It is interesting to note that the behavior of short-frag-
ment DNA in this range of concentrations is different from 
the long DNA [76]. The short-fragment DNA, typically the 
nucleosomal DNA fragment of 146 bp, forms a two-dimen-
sional hexagonal phase at interaxial spacing of ∼30 Å, which 
progressively orders into a three-dimensional hexagonal 
phase on decrease of the interaxial spacing to ∼23 Å [76]. 

A B

FIGURE 21.17 Schematic phase diagrams for DNA (left) and 
lipids (right). In both cases, the arrow indicates increasing density in 
both cases. DNA starts (bottom) as a completely disordered solution. 
It progresses through a sequence of “blue” phases characterized by 
cholesteric pitch in two perpendicular directions (From Leforestier, A. 
and Livolant, F., Mol. Cryst. Liquid Cryst., 1994, 17, 651) and 
then to a cholesteric phase with pitch in only one direction. At still 
larger densities, this second cholesteric phase is succeeded by a 
hexatic phase, characterized by short-range liquid-like positional 
order and long range crystal-like bond orientational (or hexatic 
order, indicated by lines). At highest densities, there is a crystalline 
phase, characterized by long-range positional order of the molecules 
and long-range base stacking order in the direction of the long axes 
of the molecules. Between the hexatic and the crystalline forms, 
there might exist a hexagonal columnar liquid-crystalline phase that 
is similar to a crystal, but with base stacking order only on short 
scales. The lipid phase diagram (From Small, D.M., The Physical 
Chemistry of Lipids: From Alkanes to Phospholipids, Plenum Press, 
New York, 1986) is a composite of results obtained for different lipids. 
It starts from a micellar solution and progresses through a phase of 
lipid tubes to a multilamellar phase of lipid bilayers. This is followed 
by an inverted hexagonal columnar phase of water cylinders and pos-
sibly goes to an inverted micellar phase. Most lipids show only a 
subset of these possibilities. Boundaries between the phases shown 
here might contain exotic cubic phases not included in this picture.

FIGURE 21.18 Bond orientational or hexatic order. With a real 
crystal, if one translates part of the crystal by a lattice vector, the 
new position of the atoms completely coincides with those already 
there. (Adapted from Chaikin, P.M. and Lubensky, T.C., Principles 
of Condensed Matter Physics, Cambridge University Press, Cam-
bridge, MA, 1995.) In a hexatic phase, the directions to the nearest 
neighbors (bond orientations) coincide (after rotation by 60°), but 
the positions of the atoms do not coincide after displacement in one 
of the six directions. Consequently, a real crystal gives a series of 
very sharp Bragg peaks in X-ray scattering (upper half of box) 
whereas a hexatic gives hexagonally positioned broad spots. The 
pattern of X-ray scattering by high-density DNA samples gives a 
! ngerprint of a hexatic phase. The densitogram of the scattering 
intensity (right half of ! gure) shows six pronounced peaks that can 
be Fourier decomposed with a marked sixth-order Fourier coef! -
cient, another sign that that the scattering is due to long-range bond 
orientational order. (From Podgornik, R., Strey, H.H., Gawrisch, K., 
Rau, D.C., Rupprecht, A., and Parsegian, V.A., Proc. Natl Acad. Sci. 
USA, 1996, 93, 4261.)
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At still larger concentrations, the short-fragment DNA forms 
a three-dimensional orthorhombic crystal, with a deformed 
hexagonal unit cell perpendicular to the c-axis. Concurrently 
to this symmetry transformation, the helical pitch of the con-
densed phase decreases continuously from 34.6 to 30.2 Å [76]. 
The reasons for this fundamental difference between the 
behaviors of long as opposed to short-fragment DNA are still 
not well understood.

When the osmotic pressure is lowered to about 10 atm 
(corresponding to interaxial spacing of about 35 Å or DNA 
density of about 300 mg/mL), the characteristic hexagonal 
X-ray diffraction ! ngerprint of the line hexatic mesophase 
disappears continuously. This disappearance suggests the 
presence of a continuous, second-order transition into a low-
density cholesteric [74]. It is characterized by short-range (or 
effectively no) base stacking order, short-range positional 
order, short-range bond orientational order, but long-range 

cholesteric order, manifested in a continuing rotation of the 
long axis of the molecules in a preferred direction. In this 
sense, the cholesteric DNA mesophase would retain the sym-
metry of a one-dimensional crystal. X-ray diffraction pattern 
of the DNA in the cholesteric phase is isotropic and has the 
form of a ring. Crossed polarizers, however, reveal the exis-
tence of long-range cholesteric order just as in the case of 
short chiral molecules. The texture of small drops of DNA 
cholesteric phase (spherulites) under crossed polarizers (see 
Figure 21.19) reveals the intricacies of orientational packing 
of DNA where its local orientation is set by a compromise 
between interaction forces and macroscopic geometry of a 
spherulite. It is thus only at these low densities that the chiral 
character of the DNA ! nally makes an impact on the symme-
try of the mesophase. It is not yet fully understood why the 
chiral order is effectively screened from the high-density 
DNA mesophases.

At still smaller DNA densities, the predominance of the 
chiral interactions in the behavior of the system remains. 
Recent work on the behavior of low-density DNA mesophases 
indicates [79] that the cholesteric part of the phase diagram 
might end with a sequence of blue phases that would emerge 
as a consequence of the loosened packing constraints coupled 
to the chiral character of the DNA molecule. At DNA density 
of about 10 mg/mL, the cholesteric phase line would end with 
DNA reentering the isotropic liquid solution where it remains 
at all subsequent densities except perhaps at very small ionic 
strengths [80].

21.3.7 DNA EQUATION OF STATE

The free energy of the DNA cholesteric mesophase appears to 
be dominated by the large elastic shape " uctuations of its con-
stituent DNA molecules [81] that leave their imprint in the 
very broad X-ray diffraction peak [66]. Instead of showing the 
expected exponential decay characteristic of screened electro-
static interactions [82], where the decay length is equal to the 
Debye length, it shows a " uctuation-enhanced repulsion simi-
lar to the Helfrich force existing in the " exible smectic multil-
amellar arrays [41]. Fluctuations not only boost the magnitude 
of the existing screened electrostatic repulsion but also extend 
its range through a modi! ed decay length equal to four times 
the Debye length. The factor-of-four enhancement in the range 
of the repulsive force is a consequence of the coupling between 
the bare electrostatic repulsions of exponential type and the 
thermally driven elastic shape " uctuations described through 
elastic curvature energy that is proportional to the square of 
the second derivative of the local helix position [42]. In the 
last instance, it is a consequence of the fact that DNAs in 
the array interact via an extended, soft-screened electrostatic 
potential and not through hard bumps as assumed in the 
simple derivation in Chapter 2.

The similarity of the free energy behavior of the smectic 
arrays with repulsive interactions of Helfrich type and the 
DNA arrays in the cholesteric phase, which can as well be 
understood in the framework of the Helfrich-type enhanced 
repulsion, satis! es a consistency test for our understanding of 
" exible supermolecular arrays.

FIGURE 21.19 Texture of small drops of DNA cholesteric phase 
(spherulites) in a PEG solution under crossed polarizers. These pat-
terns reveal the intricacies of DNA orientational packing when its 
local orientation is set by a compromise between interaction forces 
and the macroscopic geometry of a spherulite. The change from a 
bright to a dark stripe indicates that the orientation of the DNA mol-
ecule has changed by 90°.

8768_C021.indd   4618768_C021.indd   461 4/22/2008   12:17:57 PM4/22/2008   12:17:57 PM



462 Gene and Cell Therapy: Therapeutic Mechanisms and Strategies

21.4 LIPID MESOPHASES

21.4.1 AGGREGATION OF LIPIDS IN AQUEOUS SOLUTIONS

Single-molecule solutions of biological lipids exist only over a 
negligible range of concentrations; virtually all interesting 
lipid properties are those of aggregate mesophases such as 
bilayers and micelles. Lipid molecules cluster into ordered 
structures to maximize hydrophilic and minimize hydropho-
bic interactions [83,84]. These interactions include negative 
free energy contribution from the solvation of polar heads and 
van der Waals interactions of hydrocarbon chains, competing 
with positive contributions such as steric, hydration, and elec-
trostatic repulsions between polar heads. The “hydrophobic 
effect,” which causes segregation of polar and nonpolar 
groups, is said to be driven by the increase of the entropy of 
the surrounding medium.

Intrinsic to the identity of surfactant lipids is the tension 
between water-soluble polar groups and lipid-soluble hydro-
carbon chains. There is no surprise then that the amount of 
water available to an amphiphile is a parameter pertinent to its 
modes of packing and to its ability to incorporate foreign 
bodies.

These interactions therefore force lipid molecules to self-
assemble into different ordered microscopic structures, such 
as bilayers, micelles (spherical, ellipsoidal, rodlike, or disk-
like), which can, especially at higher concentrations, pack 
into macroscopically ordered phases such as lamellar, hexag-
onal, inverted hexagonal, and cubic. The morphology of these 
macroscopic phases changes with the balance between attrac-
tive van der Waals and ion correlation forces versus electro-
static, steric, hydration, and undulation repulsion [85].

21.4.2 LIPID BILAYER

The workhorse of all lipid aggregates is the bilayer (see Figure 
21.20) [84]. This sandwich of two monolayers, with nonpolar 
hydrocarbon chains tucked in toward each other and polar 
groups facing water solution, is only about 20 to 30 Å thick. 
Yet it has the physical resilience and the electrical resistance 
to form the “plasma” membrane that divides “in” from “out” 
in all biological cells. Its mechanical properties have been 
measured in terms of bending and stretching moduli. These 
strengths together with measured interactions between bilay-
ers in multilamellar stacks have taught us to think quantita-
tively about the ways in which bilayers are formed and 
maintain their remarkable stability.

With some lipids, such as double-chain phospholipids, 
when there is the need to encompass voluminous hydrocarbon 
components compared with the size of polar groups, the small 
surface-to-volume ratio of spheres, ellipsoids, or even cylin-
ders cannot suf! ce even at extreme dilution. Bilayers in this 
case are the aggregate form of choice. These may occur as 
single “unilamellar” vesicles, as onion-like multilayer vesi-
cles, or multilamellar phases of inde! nite extent. In vivo, 
bilayer-forming phospholipids create the " exible but tightly 
sealed plasma–membrane matrix that de! nes the inside from 
the outside of a cell. In vitro, multilayers are often chosen as a 

matrix of choice for the incorporation of polymers. Speci! cally, 
there are tight associations between positively charged lipids 
that merge with negatively charged DNA in a variety of forms 
(see below).

The organization of lipid molecules in the bilayer itself 
can vary [84]. At low enough temperatures or dry enough con-
ditions, the lipid tails are frozen in an all-trans conformation 
that minimizes the energy of molecular bonds in the alkyl 
tails of the lipids. Also the positions of the lipid heads along 
the surface of the bilayer are frozen in 2D positional order, 
making the overall conformation of the lipids in the bilayer 
crystal (LC). The chains can either be oriented perpendicular 
to the bilayer surface (Lβ and Lβ′) or be tilted (crystalline 
phase LC or ripple phase Pβ). Such a crystalline bilayer cannot 
exist by itself but assembles with others to make a real 3D 
crystal.

Upon heating, various rearrangements in the 2D crystal-
line bilayers occur, ! rst the positional order of the headgroups 
melts leading to a loss of 2D order (Lβ′) and tilt (Lβ) and then 

AQ1AQ1

FIGURE 21.20 (See color insert following page xxx.) The lipid 
bilayer. A lipid molecule has a hydrophilic and a hydrophobic part 
(here shown is the phosphatidylserine molecule that has a charged 
headgroup). At high enough densities, lipid molecules assemble into 
a lipid bilayer. Together with membrane proteins as its most impor-
tant component, the lipid bilayer is the underlying structural compo-
nent of biological membranes. The degree of order of the lipids in a 
bilayer depends drastically on temperature and goes through a 
sequence of phases (see main text): Crystalline, gel, and " uid, as 
depicted in the middle drawing. The box at the bottom gives sample 
values of bilayer bending rigidity and area compressibility for some 
biologically relevant lipids and one well-studied cell membrane.
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at the gel–liquid crystal phase transition, the untilted or rip-
pled (Pβ phase) bilayer changes into a bilayer membrane with 
disordered polar heads in two dimensions and conformation-
ally frozen hydrocarbon chains, allowing them to spin around 
the long axes of the molecules, the so-called Lα phase. At still 
higher temperatures, the thermal disorder ! nally destroys 
also the ordered con! guration of the alkyl chains, leading to a 
" uidlike bilayer phase. The " uid bilayer phase creates the fun-
damental matrix that according to the " uid mosaic model [83] 
contains different ingredients of biological membranes, e.g. 
membrane proteins, channels etc.

Not only bilayers in multilamellar arrays but also lipo-
some bilayers can also undergo such phase transitions;  electron 
microscopy has revealed " uid phase, rippled and crystalline 
phase in which spherical liposomes transform into polyhedra 
due to very high values of bending elasticity of crystallized 
bilayers [86].

The " uid-phase of the lipid bilayer is highly " exible. This 
" exibility makes it prone to pronounced thermal " uctuations 
resulting in large excursions away from a planar shape. This 
" exibility of the bilayer is essential for understanding the 
range of equilibrium shapes that can arise in closed bilayer 
(vesicles) systems [87]. Also, just as in the case of " exible 
DNA, it eventually leads to con! gurational entropic interac-
tions between bilayers that have been crammed together [41]. 
Bilayers and linear polyelectrolytes thus share a substantial 
amount of fundamentally similar physics that allows us to 
analyze their behavior in the same framework.

21.4.3 LIPID POLYMORPHISM

Low-temperature phases [88] are normally lamellar with 
frozen hydrocarbon chains tilted (crystalline phase LC or 
ripple phase Pβ) or nontilted (Lβ and Lβ′ form 3D, 2D, or 1D 
crystalline or gel phases) with respect to the plane of the lipid 
bilayers. Terminology from thermotropic liquid crystals phe-
nomenology [61] can be used ef! ciently in this context: these 
phases are smectic, and SmA describes 2D " uid with no tilt 
while a variety of SmC phases with various indices encom-
pass tilted phases with various degrees of 2D order. Upon 
melting, liquid crystalline phases with 1D (lamellar Lα), 2D 
(hexagonal II), or 3D (cubic) positional order can form.

The most frequently formed phases are micellar, lamellar, 
and hexagonal (Figure 21.17). Normal hexagonal phase con-
sists of long cylindrical micelles ordered in a hexagonal array, 
while in the inverse hexagonal II (HII) phase, water channels 
of inverse micelles are packed hexagonally with lipid tails ! ll-
ing the interstices. In excess water, such arrays are coated by 
a lipid monolayer. The morphology of these phases can be 
maintained upon their (mechanical) dispersal into colloidal 
dispersions. Despite the requirement that energy has to be 
used to generate dispersed mesophases, relatively stable 
 colloidal dispersions of particles with lamellar, hexagonal, or 
cubic symmetry can be formed.

Many phospholipids found in lamellar cell membranes 
after extraction, puri! cation, and resuspension prefer an 
inverted hexagonal geometry (Figure 21.21) [88]. Under 

excess-water conditions, different lipids assume different 
most-favored spontaneous radii for the water cylinder of this 
inverted phase [89]. An immediate implication is that differ-
ent lipids are strained to different degrees when forced into 
lamellar packing. There are lamellar-inverted hexagonal 
phase transitions that occur with varied temperature, hydra-
tion, and salt concentration (for charged lipids) that form in 
order to alleviate this strain (see Figure 21.21).

In the presence of an immiscible organic phase, emulsion 
droplets can assemble [90]. In regions of phase diagram, 
which are rich in water, oil-in-water emulsions and micro-
emulsions (c > 0) can be formed, while in oil-rich regions, 
these spherical particles have negative curvature and are 
therefore water-in-oil emulsions. The intermediate phase 
between the two is a bicontinuous emulsion that has zero aver-
age curvature and an anomalously low value of the surface 
tension (usually brought about the use of different cosurfac-
tants) between the two immiscible components. Only micro-
emulsions can form spontaneously (analogously to micelle 
formation) while for the formation of a homogeneous emul-
sion, some energy has to be dissipated into the system.

The detailed structure of these phases as well as the size 
and shape of colloidal particles are probably dominated by

the average molecular geometry of lipid molecules,
their aqueous solubility and effective charge,
weaker interactions such as intra- and intermolecu-
lar hydrogen bonds, and
stereoisomerism as well as interactions within the 
medium.

All depend on the temperature, lipid concentration, and elec-
trostatic and van der Waals interactions with the solvent and 
solutes. With charged lipids, counterions, especially anions, 

•
•
•

•

FIGURE 21.21 Different lipids are strained to different degrees 
when forced into lamellar packing. Relaxation of this strain contrib-
utes to the conditions for lamellar-to-inverted hexagonal phase tran-
sitions that depend on temperature, hydration, and salt concentration 
(for charged lipids).

c0 < 0c0 = 0

HIILa
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may also be important. Ionotropic transitions have been 
observed with negatively charged phospholipids in the pres-
ence of metal ions leading to aggregation and fusion [91]. In 
cationic amphiphiles, it was shown that simple exchange of 
counterions can induce micelle–vesicle transition. Lipid poly-
morphism is very rich and even single-component lipid sys-
tems can form a variety of other phases, including ribbon-like 
phases, coexisting regions and various stacks of micelles of 
different shapes.

21.4.4 FORCES IN MULTILAMELLAR BILAYER ARRAYS

Except for differences in dimensionality, forces between 
bilayers are remarkably similar to those between DNA. At 
very great separations between lamellae, the sheet-like struc-
tures " ex and “crumple” because of (thermal) Brownian 
motion [41]. Just as an isolated " exible linear polymer can 
escape from its one linear dimension into the three dimen-
sions of the volume in which it is bathed, so can two-dimen-
sional " exible sheets. In the most dilute solution, biological 
phospholipids typically form huge " oppy closed vesicles; 
these vesicles enjoy " exibility while satisfying the need to 
keep all greasy nonpolar chains comfortably covered by polar 
groups rather than exposed at open edges. For this reason, in 
very dilute solution, the interactions between phospholipid 
bilayers are usually space wars of collision and volume occu-
pation. This steric competition is always seen for neutral 
lipids; it is not always true for charged lipids [85].

Especially in the absence of any added salt, planar sur-
faces emit far-ranging electrostatic ! elds [27] that couple to 
thermally excited elastic excursions to create very long-range 
repulsion [44,92]. As with DNA, this repulsion is a mixture of 
direct electrostatic forces and soft collisions mediated by 
electrostatic forces rather than by actual bilayer contact. In 
some cases, electrostatic repulsion is strong enough to snuff 
out bilayer bending when bilayers form ordered arrays with 
periodicities as high as hundreds of angstroms [93].

Almost always bilayers align into well-formed stacks 
when their concentration approaches ∼50 to 60 wt.% and their 
separation is brought down to a few tens of angstroms. In this 
region, charged layers are quite orderly with little lamellar 
undulation. In fact, bilayers of many neutral phospholipids 
often spontaneously fall out of dilute suspension to form 
arrays with bilayer separations between 20 and 30 Å. These 
spontaneous spacings are thought to re" ect a balance between 
van der Waals attraction and undulation-enhanced hydration 
repulsion [85]. One way to test for the presence of van der 
Waals forces has been to add solutes such as ethylene glycol, 
glucose, or sucrose to the bathing solutions. It is possible then 
to correlate the changes in spacing with changes in van der 
Waals forces due to the changes in dielectric susceptibility as 
described above [94]. More convincing, there have been direct 
measurements of the work to pull apart bilayers that sit at 
spontaneously assumed spacings. This work of separation is 
of the magnitude expected for van der Waals attraction [95].

Similar to DNA, multilayers of charged or neutral lipids, 
subjected to strong osmotic stress, reveal exponential variation 

in osmotic pressure versus bilayer separation [85]. Typically 
at separations between dry “contact” and 20 Å, exponential 
decay lengths are 2–3 Å in distilled water or in salt solution, 
whether phospholipids are charged or neutral. Lipid bilayer 
repulsion in this range is thought to be due to the work of 
polar group dehydration sometimes enhanced by lamellar 
collisions from thermal agitation [96]. Normalized per 
area of interacting surface, the strength of hydration force 
acting in lamellar lipid arrays and DNA arrays is directly 
comparable.

Given excess water, neutral lipids usually ! nd the above-
mentioned separation of 20 to 30 Å at which this hydration 
repulsion is balanced by van der Waals attraction. Charged 
lipids, unless placed in solutions of high salt concentration, 
swell to take up inde! nitely high amounts of water. Stiff 
charged bilayers repel with exponentially varying electro-
static double layer interactions, but most charged bilayers 
undulate at separations where direct electrostatic repulsion 
has weakened. In that case, similar to what has been described 
for DNA, electrostatic repulsion is enhanced by thermal 
undulations [97].

21.4.5 EQUATION OF STATE OF LIPID MESOPHASES

Lipid polymorphism shows much less universality than DNA. 
This is of course expected since lipid molecules come in many 
different varieties [84] with strong idiosyncrasies in terms of 
the detailed nature of their phase diagrams. One thus cannot 
achieve the same degree of generality and universality in the 
description of lipid phase diagram and consequent equations 
of state as was the case for DNA.

Nevertheless, recent extremely careful and detailed work 
on PCs by Nagle and his group [98] points strongly to the 
conclusion that at least in the lamellar part of the phase dia-
gram of neutral lipids, the main features of the DNA and lipid 
membrane assembly physics indeed is the same [96]. This 
statement however demands quali! cation. The physics is the 
same provided one ! rst disregards the dimensionality of the 
aggregates—one dimensional in the case of DNA and two 
dimensional in the case of lipid membranes—and takes into 
account the fact that while van der Waals forces in DNA 
arrays are negligible, they are essential in lipid membrane 
force equilibria. One of the reasons for this state of affairs is 
the large difference, unlike in the case of DNA, between the 
static dielectric constant of hydrophobic bilayer interior, com-
posed of alkyl lipid tails, and the aqueous solution bathing the 
aggregate.

We have already pointed out that in the case of DNA 
arrays, quantitative agreement between theory, based on 
hydration and electrostatic forces augmented by thermal 
undulation forces, and experiment has been obtained and 
extensively tested [7,42]. The work on neutral lipids [96] 
claims that the same level of quantitative accuracy can also 
be achieved in lipid membrane assemblies if one takes 
into account hydration and van der Waals forces again aug-
mented by thermal undulations. Of course, the nature of the 
" uctuations in the two systems is different and is set by the 
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dimensionality of the " uctuating aggregates: one- versus 
two-dimensional.

The case of lipids adds an additional twist to the quanti-
tative link between theory and experiments. DNA in the line 
hexatic as well as cholesteric phases (where reliable data for 
the equation of state exist) is essentially " uid as far as posi-
tional order is concerned and thus has unbounded positional 
" uctuations. Lipid membranes in the smectic multilamellar 
phase on the other hand are quite different in this respect. 
They are not really " uid as far as positional order is con-
cerned but show something called quasilong range (QLR) 
order, meaning that they are in certain respects somewhere 
between a crystal and a " uid [61,78]. The quasilong-range 
positional order makes itself recognizable through the shape of 
the X-ray diffraction peaks in the form of persistent (Caille) 
tails [78].

In a crystal, one would ideally expect in! nitely sharp 
peaks with Gaussian broadening only because of ! nite accu-
racy of the experimental setup. Lipid multilamellar phases, 
however, show peaks with very broad, non-Gaussian, and 
extended tails that are one of the consequences of QLR posi-
tional order. The thickness of these peaks for different orders 
of X-ray re" ections varies in a characteristic way with the 
order of the re" ection [78]. It is this property that allows us to 
measure not only the average spacing between the molecules 
but also the amount of " uctuation around this average spac-
ing. Luckily the theory predicts this property also and with-
out any free parameters (all of them being already determined 
from the equation of state), the comparison between pre-
dicted and measured magnitude in positional " uctuations 
of membranes in a multilamellar assembly is more than 
satisfactory [96].

In summing up, the level of understanding of the equation 
of state reached for DNA and neutral lipid membrane arrays is 
pleasing.

21.5 DNA–LIPID INTERACTIONS

Mixed in solution with cationic lipids (CL), DNA spontane-
ously forms CL–DNA aggregates of submicron size. These 
DNA–lipid aggregates, sometimes called “lipoplexes,” [99] 
are routinely used for cell transfection in vitro. More impor-
tant, they are used primarily as potential gene delivery vehi-
cles for in vivo gene therapy (for recent reviews, see Refs. 
[100–105] and references therein). Under appropriate condi-
tions, these aggregates reveal complex underlying thermody-
namic phase behavior. There is a practical paradox here. We 
use stable equilibrium structures to reveal the forces that 
cause aggregation and assembly; we use this knowledge of 
forces to create the unstable preparations likely to be most 
ef! cient in transfection.

Lipoplexes for transfection were ! rst proposed by Felgner 
and coworkers [106,107]. The guiding idea was to overcome 
the electrostatic repulsion between cell membranes (con-
taining negatively charged lipids) and negative DNA by 
complexing DNA with positively charged CL. Preliminary 
experimental data showed that at least some lipoplexes deliver 

DNA through direct fusion with the cell membrane [108,109]. 
More often however, lipoplex internalization probably pro-
ceeds through endocytosis after initial interaction with the 
cell’s membrane.

Prior to the attempts to utilize lipoplexes for transfection, 
studies of DNA aggregated with multivalent cations and 
coated with negatively charged liposomes were also explored 
as possible vectors. It was hoped that CL–DNA complexes 
would no longer require an additional complexing agent, and 
that also, the transfection ef! ciency would be higher. The 
complex’s lipid coating could protect the tightly packed DNA 
cargo during its passage to the target cells. In recent years, 
this strategy has been slightly modi! ed to complex DNA and 
anionic (or even neutral) membranes in ordered lamellar 
phases that should have lower cytotoxicity than the alternative 
CLs. An unresolved problem of this approach is the inef! -
cient association between the ALs and DNA molecules, which 
is attributed to their like-charge electrostatic repulsion 
[110–114].

While not confronted with the immunological response, 
risked by the alternative viral vector strategy, the use of lipo-
plexes in gene therapy is still hampered by toxicity of the CL 
and low in vivo transfection ef! ciency despite the in vitro 
 ef! ciency of some CL formulations. This discrepancy can be 
attributed to the multistage and multibarrier process the com-
plexes must endure before transfection is achieved. These 
steps typically include passage in the serum, interaction with 
target and other cells, internalization, complex disintegration 
in the cytoplasm, transport of DNA into the nucleus, and ulti-
mately expression.

In the search for increasingly more potent gene delivery 
vectors, the intimate relationship between the lipoplex’s phase 
structure (or morphology) and its transfection ef! ciency prob-
ably serves as the greatest motivation for their study. How is 
transfection affected by lipoplex morphology? How may this 
structure be controlled? Experiment and theory of the past 
decade shed some light on such fundamental questions. They 
may give perspective for future strategies to design CL-based 
nonviral vectors.

To this end, we present here our current understanding of 
the structure and phase behavior of CL–DNA complexes. We 
review the relation of structure to transfection ef! ciency, and 
more speci! cally, to the way the complex formation over-
comes one barrier to DNA release into the cytoplasm.

21.5.1 STRUCTURE OF CL–DNA COMPLEXES

In general, the structures of CL–DNA composite phases can 
be viewed as morphological hybrids of familiar pure-lipid and 
pure-DNA phases. A ! rst example is the lamellar-like struc-
ture initially proposed by Lasic et al. [115,116]. The ! rst com-
prehensive and unambiguous evidence for this structure came 
from a series of studies by Rädler et al. [117–121]. From high-
resolution synchrotron X-ray diffraction and optical micros-
copy, they reported the existence of novel lamellar CL–DNA 
phase morphologies. In particular, one complex structure 
was shown to consist of lamellar multilayer. In this case, 
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smectic-like stacks of mixed bilayers, each composed of a 
mixture of CL (e.g. dioleoyltrimethylammonium propane 
(DOTAP) ) and neutral “helper” lipid (e.g. dioleoylphosphati-
dylcholin (DOPC) ), with monolayers of DNA strands interca-
lated within the intervening water gaps (see Figure 21.22A) 
like a multilipid bilayer Lα phase [122]. Helper lipids (HLs) 
are often added for their fusogenic properties. Dioleoylphosp
hatidylethanol amine (DOPE), for example, is conjectured to 
promote transfection. In addition, because pure (synthetically 
derived) CLs often tend to form micelles in solution, HLs 
facilitate the formation of membranes.

In this Lα
c complex geometry, the DNA strands within 

each gallery are parallel to each other, exhibiting a well-
de! ned repeat distance d. While d depends on the CL/DNA 
and CL/HL concentration ratios, the spacing between two 
apposed lipid monolayers is nearly constant at ∼26 Å corre-
sponding to the diameter of double stranded B-DNA, ca. 20 Å, 
surrounded by a thin hydration shell. This Lα

c lamellar (“sand-
wich”) complex is stabilized by the electrostatic attraction 
between the negatively charged DNA and the CL bilayer. 
Because of strong electrostatic repulsion between the charged 
bilayers (particularly at low salt conditions), the lamellar lipid 
phase is unstable without DNA.

Quite different equilibrium ordered phase morphologies 
were found to occur from other choices of neutral HL. In the 
case of DOPE, or lecithin, for example, inverted hexagonal 
(“honeycomb” or HII

c  ) organization of the lipid, with stretches 
of double-stranded DNA laying in the aqueous solution 
regions, were found to form (see Figure 21.22B) [106,118,123]. 
The HII

c  structure may be regarded as the inverse-hexagonal 
(HII) lipid phase, with DNA strands wrapped within its water 
tubes. Here too, the diameter of the water tubes is only slightly 
larger than the diameter of the DNA “rods.” The presence of 
DNA is crucial for stabilizing the hexagonal structure. Without 
it, strong electrostatic repulsion will generally drive the lipids 
to organize themselves into planar bilayers. In fact, the most 
abundant aggregate structure of pure CL and HL mixtures, 

from which hexagonal complexes are subsequently formed, is 
single-bilayer liposomes.

Other CL–DNA phases have also been observed. One of 
the earliest studies probing the structure of lipoplexes showed 
some evidence for a hexagonal arrangement of rodlike 
micelles intercalated between hexagonally packed DNA 
(Figure 21.22C) [124,125]. More recently, such structures 
have been unambiguously characterized in complexes com-
posed of lipids that possess large, typically polyvalently 
charged headgroups [126]. There is also evidence that some 
lipid mixtures promote the formation of cubic phases that are 
also able to transfect [127].

The number of possibilities is even larger if one also con-
siders metastable intermediates. The “spaghetti” structure 
(see Figure 21.22D), observed using freeze-fracture electron 
microscopy, has been predicted by theory to probably be one 
such metastable morphology [128,129]. In this structure, each 
(possibly supercoiled) DNA strand is coated by a cylindrical 
bilayer of the CL/HL lipid mixture [130,131]. Early proposed 
models of the CL–DNA complexes suggested a “beads on a 
string” type complex, in which the DNA is wrapped around or 
in between lipid vesicles (and even spherical micelles). While 
this may not turn out to be an equilibrium structure, such 
aggregates are sometimes found and may also serve as unsta-
ble intermediates [132–134]. Other structures, such as the bil-
amellar invaginated liposomes (BIV) made of DOTAP-Chol, 
have been proposed and demonstrated to be ef! cient vectors 
[108,135]. These structures resemble to some degree the Lα

c 
phase. However, formed from extruded liposomes, the BIVs 
are most probably metastable.

What factors determine which of these phases (or possibly 
several coexisting structures) actually form in solution? To 
what degree can we control and predict them? Control can 
! rst be achieved through the choice of type of CL and HL, 
and the ratio between the two used in forming liposomes. 
This in turn will determine such basic properties as the lipid 
bilayer’s bending rigidity, spontaneous curvature, and surface 

(A) (B) (C) (D)

FIGURE 21.22 Schematic illustration of some possible structures of DNA–mixed lipid (cationic/nonionic) complexes. (A) The sandwich-
like (Lα

c) lamellar complex composed of parallel DNA molecules intercalated between lipid bilayers. (B) The honeycomb-like (HII
c ) hexa-

gonal complex, composed of a hexagonally packed bundle of monolayer-coated DNA strands. (C) Two interpenetrating hexagonal lattices, 
one of DNA, the other of micelles. (D) Spaghetti-like complex, composed of bilayer-coated DNA. (From May, S., Harries, D., and 
Ben-Shaul, A., Biophys. J., 2000, 79, 1747. With permission.)
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charge density of the water–lipid aggregate interface. An 
additional experimentally controllable parameter is the ratio 
between the lipid and DNA content in solution. We show that 
both these parameters have signi! cant effects on the phases 
that are formed.

21.5.2 COUNTERION RELEASE

From the start, it was realized that the expected condensation of 
DNA with oppositely charged lipids could be used to package 
and send DNA to transfect targeted cells. The expectation that 
the DNA and lipids would aggregate was intuitively based on 
the notion that oppositely charged bodies attract. Early experi-
ments con! rmed the aggregation of DNA and lipids. However, 
the mechanism by which CL and DNA were found to associ-
ate—previously termed in the context of macromolecular asso-
ciation “counterion release” [136]—is more intricate than the 
“opposites attract” mechanism that may be naively expected.

Prior to association, DNA and lipids are bathed in the 
aqueous solutions containing their respective counterions, so 
that the solutions are overall electrostatically neutral. The 
counterions are attracted to the oppositely charged macromol-
ecules, thus gaining electrostatic energy. Here, in addition to 
DNA, we shall also refer to the preformed CL liposomes as a 
“macromolecules” since they typically retain their integrity in 
solution, even upon association with other charged macromol-
ecules. The counterions are therefore con! ned to the vicinity 
of the oppositely charged macromolecules at the compromise 
of greater translational entropy in solution.

Upon association, the two oppositely charged macromol-
ecules condense to form CL–DNA complexes (see Figure 
21.23). Many (possibly all) previously con! ned counterions 

can now be expelled into the bulk solution from the lipoplex 
interior, thus gaining translational entropy. While the transla-
tional entropy of the paired macromolecules is reduced by 
(typically) only a few kBTs, due to loss of conformational and 
translational entropy, many released counterions can now 
favorably contribute to a gain in entropy, each by a compara-
ble amount. For this reason, it is sometimes stated that the 
DNA–lipid condensation is “entropically driven.” The elec-
trostatic energy can also contribute somewhat to stabilizing 
the lipoplexes. However, it has been well argued, both experi-
mentally and theoretically, that the cardinal contribution to 
the association free energy of CL–DNA complexes is the 
entropy gain associated with counterion release [137–139].

Further support was given by counting released ions using 
conductivity measurements of the supernatant. It was possible 
to determine that a maximal number of counterions were 
released when the number of “! xed” charges on the DNA and 
lipid were exactly equal.

Calorimetric measurements con! rm this ! nding and fur-
thermore reveal that the association could in fact be endother-
mic so that it is only favorable for entropic reasons [140,141]. 
The special point at which the number of positive and nega-
tive ! xed charges is equal has been termed the “isoelectric 
point.” At this point, the (charging) free energy of the com-
plex is minimal: the ! xed charges of opposite signs fully com-
pensate each other, thus allowing essentially all the counterions 
to be released into solution. Note, that by “counterions,” we do 
not refer here to added salt ions. Ions of added salt will span 
the entire solution including the lipoplex interior. Thus, the 
salt content changes the thermodynamic phase behavior and 
the value of the adsorption free energy, mainly because a high 
ambient salt concentration lowers the entropic gain associated 
with releasing a counterion.

Theoretical predictions and estimates from calorimetry show 
that for a salt solution of concentration n0 = 4 mM, and a 1:1 
CL/HL mole ratio, the gain in free energy upon adsorption at the 
isoelectric point is a bemusingly large ∼7.5 kBT per ! xed charge 
pair (DNA and CL) [138–141]. This value translates to over 
2000 kBT when considering the energy per persistence length 
of DNA (about 50 nm), carrying approximately 300 charges.

21.5.3  LAMELLAR DNA–LIPID COMPLEXES 
AND OVERCHARGING

Many degrees of freedom with competing contributions are 
expected to ultimately determine the free energy minimum 
for equilibrium DNA/membrane structures. Typically these 
include (but are not limited to) electrostatic energy, elastic 
bending, solvation, van der Waals, ion mixing, and lipid 
mixing. Therefore, considering the lipoplex phase behavior, 
we begin, for simplicity, by discussing systems where only Lα

c 
complexes are found. This can be expected when the lipid 
membranes are rather rigid, such as in the case of mixtures of 
DOTAP/DOPC [100,118] or DMPC/DC-Chol [142]. The main 
structural parameter for the Lα

c phase is the DNA–DNA dis-
tance, re" ecting the DNA packing density within the com-
plex. A series of X-ray measurements by Rädler et al. revealed 

AQ6AQ6

FIGURE 21.23 Schematic illustration of the condensation of DNA 
and lipid bilayers (liposomes) into CL–DNA complexes. In the pro-
cess, the previously con! ned counterions are released into the bath-
ing solution, thereby gaining translational entropy.
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how the DNA–DNA spacings d vary with the ratio r of the 
number of lipid charges to the total number of charges on 
DNA. The measurements were repeated for each of several 
different lipid compositions de! ned by the ratio of charged to 
overall number of lipids, f. It was found that for a lipid  mixture 
of a given composition f, the spacings are constant through-
out the low r range where the complex coexists with excess 
DNA. In the high r range, where the complex coexists with 
excess lipid, the spacings are also nearly constant. In between 
these limits, there exists a “single-phase” region, where all the 
DNA and lipids participate in forming lipoplexes. This region 
is generally found to include the isoelectric point where, by 
de! nition, r = 1 (see Figure 21.24).

Several theoretical studies have been proposed to account 
for this phase behavior [137,143,144]. It was found that it is 
possible to account for most of the experimental observations 
within the scope of the nonlinear Poisson-Boltzmann (PB) 
equation [144]. In this theoretical model, elastic deformations 
of the DNA and lipid bilayers were neglected, treating them as 
rigid macromolecules. On the other hand, the lipid’s lateral (in 
plane) mobility in the membrane layer was explicitly taken 
into account. This turns out to be an important degree of free-
dom in mixed " uid bilayers, enabling the system to greatly 
enhance the free energy gain upon complexation, with respect 
to the case where no lipid mobility is allowed. This adds to the 
stability of the Lα

c complex. Generally, it was found that lipid 
mobility favors optimal (local) charge matching of the apposed 
DNA and lipid membrane. This is the state in which a maxi-
mal number of mobile counterions are expelled from the 
interaction zone, implying a maximal gain in free energy 
upon complex formation [145]. However, the tendency for 
charge matching (hence migration of lipid to and from the 
region of proximity) is opposed by an unfavorable local lipid 
demixing entropy loss. This entropic penalty will somewhat 
suppress the membrane’s tendency to polarize in the vicinity 
of the DNA molecule. The extent to which the membrane will 
polarize is determined by the intricate balance between the 

electrostatic and lipid mixing entropy contributions to the 
free energy of the complex. The contribution of lipid demix-
ing to the stabilization of the complex is most pronounced 
when the membrane’s average composition is far from that of 
the DNA, namely for low f. Here, the system can gain most 
out of the polarization so as to come close to local charge 
matching.

The tendency of charged lipids to segregate in the vicinity 
of adsorbed rigid macromolecules has gained some experi-
mental support from nuclear magnetic resonance (NMR) 
studies [146] although many systems may display a more 
complex behavior. Molecular dynamic simulations of Lα

c 
 complexes, for a lipid mixture of DMTAP and DMPC, showed 
evidence for a favorable pairing of DMPC and DMTAP lipid 
molecules through the (partial) negative charge on DOPC and 
an interaction of the (remaining) positive charge of the zwite-
rionic DOPC with the DNA. In contrast to the model dis-
cussed above, this implies a nonideal lipid demixing: these 
lipid molecules preferentially move in pairs [147]. This may 
be anticipated since it is well known that lipids do not gener-
ally mix ideally even in free (unassociated) membranes [148]. 
Furthermore, there is evidence that to some extent neutral 
lipids also interact directly with DNA [149].

Figure 21.25 shows the experimental results and theoreti-
cal calculations for the dependence of d on r for several values 
of f. For a speci! c value of f (say f = 0.5), the three-phase 

Adding lipid (increasing r )

r <<1 r =1 r >>1

Two-phase regionTwo-phase region One-phase region

d = const d ~r d =~ const

(ii) Complex only (iii) Excess lipid(i) Excess DNA

FIGURE 21.24 Schematic illustration of the phase evolution of 
the Lα

c complexes, for a constant lipid composition (cationic to non-
ionic lipid ratio). As lipid is added (r increases), the system evolves 
from a two-phase (complex and excess DNA) region through a one-
phase (complex only) region, and ! nally to a two-phase (complex 
and excess lipid) region. The isoelectric point is generally contained 
within the one-phase region.

FIGURE 21.25 DNA–DNA spacing as a function of r in a series 
of theoretical and experimental results. The theoretical results cor-
respond to (top to bottom) f = 0.3, 0.4, 0.5, 0.6, 0.8; all results are 
presented for a screening length of 50 Å (corresponding to ca. 4 nm of 
bathing salt solution). The experimental results correspond to f = 0.3 
(squares), 0.5 (circles), 0.7 (triangles), and were performed with no 
added salt. (Theoretical results adapted from Harries, D., May, S., 
Gelbart, W.M., and Ben-Shaul, A., Biophys. J., 1998, 75, 159 and 
Harries, D., PhD dissertation, The Hebrew University, Jerusalem, 
Israel, 2001; experimental results adapted from Rädler, J.O., 
Koltover, I., Salditt, T. et al., Science, 1997, 275, 810.)
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regimes can clearly be seen. As r increases, d changes 
from ≈ 35 Å (in the excess DNA regime, r << 1) to ≈ 47 Å (in 
the excess lipid regime, r >> 1). Both theory and experiment 
show that for a wide range of lipid composition, f, there 
exists a one-phase, complex-only region at r values some-
what larger and smaller than the isoelectric point. This 
implies that complexes may become either negatively or posi-
tively “overcharged” so that the total number of ! xed positive 
and negative charges is not equal. Hence, the complex accom-
modates either an excess number of lipids or else an excess 
amount of DNA. The complex’s free energy is thus not at its 
minimum, which occurs at isoelectricity (r = 1). The  interplay 
between possible phases to minimize the total system’s free 
energy dictates that the complex moves away from its mini-
mal free energy. The alternative would be to expel the excess 
lipid (r > 1) or excess DNA (r < 1) into solution. The charge 
densities on these “free” unneutralized macromolecules 
would be very large, rendering this scenario highly unfavor-
able. Using a simple model based on this overcharging phe-
nomenon, it was possible to account for the considerable 
extent of this one-phase region [144]. Within this model, only 
the uncompensated charges on apposed (DNA–DNA or 
bilayer–bilayer) surfaces of a Lα

c unit cell (“box”) were con-
sidered in estimating the complex’s free energy. Figure 21.25 
also shows that as the membrane becomes enriched in CL 
(f increases) the DNA–DNA distance is systematically 
reduced, re" ecting the fact that smaller amounts of lipid 
membrane are needed to achieve isoelectricity.

Salt has a signi! cant effect on the phase behavior. 
In  general, added salt causes a signi! cant decrease in d, 
 presumably due to a screening of the repulsive DNA–DNA 
interaction. This effect is most pronounced when divalent 
salts are added in increasing amounts. A sharp decrease in 
the d value is observed for a certain salt molar concentration, 
resulting in very highly condensed DNA in each gallery 
[89,130]. Another interesting observation is that the identity 
of the CL’s counterion used changes the (endothermic) asso-
ciation enthalpy considerably, particularly in the excess DNA 
region [140]. This probably re" ects the nonelectrostatic inter-
action energies of different ions with membranes, which may 
in" uence the thermotropic behavior of the lipid membranes 
[150,151].

21.5.4 DNA ADSORPTION ON LIPID MEMBRANES

Further insight into the in-plane DNA ordering in Lα
c com-

plexes has been gained through the atomic force microscopy 
(AFM) study by Fang and Yang [152,153] of DNA adsorption 
on supported lipid bilayers. In these experiments, DNA was 
! rst adsorbed on dipalmitoyldimethylammoniumylpropane 
(DPDAP) or distearoyl-DAP (DSDAP) CL bilayers, assumed 
to be in the gel phase. After equilibration and saturation of the 
surface, the DNA bulk solution was removed, and the surface 
was put in contact with solution of various concentrations of 
NaCl. After further equilibration, the salt solution was 
removed and the surface imaged by AFM. Plasmid and linear 
DNA similarly treated showed similar results.

Striking, ! ngerprint-like images of DNA adsorbed on the 
surface were revealed (Figure 21.26). The typical domain size 
for the aligned, smectic-like order is usually several hundred 
angstroms, re" ecting the DNA’s intrinsic persistence length. 
These structures are expected to be like those found in Lα

c 
complexes: the domain size, inferred from X-ray scattering is 
quite similar [119,120]. Furthermore, it was found that the sur-
faces are often overcharged when DNA is adsorbed, i.e. the 
number of DNA ! xed charges exceeds the number of lipid 
charges. This can be anticipated on the basis of theoretical 
studies of a similar problem: adsorption of charged globular 
proteins (yet another macroion) on oppositely charged mem-
branes [154]. In both cases the driving force for adsorption is 
similar to that driving lipoplex formation, namely counterion 
release. In Lα

c complex formation, much of the DNA can inter-
act with the two sandwiching bilayers. In contrast, topology 
dictates that adsorbates on a single lipid bilayer will always 
possess a part proximal and a part distal to the interaction 
zone. If both parts are charged, as is the case with DNA, com-
plete counterion release cannot be achieved since the distal 
part does not interact signi! cantly with the underlying bilayer. 
Therefore, although charges on the lipid membrane are fully 

FIGURE 21.26 Atomic force microscopy images of DNA from 
different sources (see ! gure for details) condensed on DPDAP bilay-
ers at room temperature in 20 mM NaCl. Striking ! ngerprint-like 
order is apparent, with a domain size of the order of the persistence 
length (ca. 50 nm) (courtesy of J. Yang).
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cancelled by charges on adsorbed DNA macroions, still 
the portion of DNA away from the contact zone imparts a 
net surface charge, i.e., overcharging of the DNA-covered 
membrane.

Yet another interesting feature is the dependence of the 
DNA–DNA distance on salt concentration. As the NaCl con-
centration was varied between 20 and 1000 mM, this distance 
grew from around 45 Å to almost 60 Å. At ! rst this may seem 
baf" ing: adding salt should be expected to decrease the 
DNA–DNA electrostatic repulsion, and hence lower the dis-
tance between neighboring interacting strands. This is indeed 
the general trend that has been observed in Lα

c complexes 
[117,144]. However, because the DNA was primarily allowed 
to saturate the surface, and only subsequently treated with the 
salt solution (which was later also washed away), adsorption 
here was not at equilibrium. In fact, when faced with a neat 
salt solution, the adsorbed DNA can only detach and will not 
generally readsorb onto the surface. It is therefore hard to give 
full theoretical reasoning for the trend.

Theoretical explanations have previously been offered to 
account for this salt-dependent behavior based on a balance 
between membrane-mediated effective attraction (that may be 
the result of the DNA perturbation of the lipid bilayer) and 
electrostatic repulsion between DNA strands [155]. The pre-
dicted DNA–DNA spacing as a function of screening length 
is nonmonotonic: increasing ! rst for low screening lengths 
and decreasing for high values. An alternative to this approach 
is related to the free energy gain upon adsorption and how it 
changes with the addition of salt. In the presence of added 
salt, the adsorption free energy can be expected to be lower 
since the gain in entropy upon release of counterions becomes 
very small when releasing an ion from an adsorbed layer into 
a bathing solution with a comparable concentration. Assuming 
that unbinding would occur when the free energy gain per 
persistence length is ≈ kBT, we can estimate from a simple 
model that the thickness of the con! ned layer is leff ≈ 5 Å, 
rather close to the screening length in solution (3–4 Å) [138–141]. 
Thus, the lower binding free energy may cause some of the 
DNA strands to dissociate from the lipid surface once the 
system is exposed to salt. Allowing DNA to rearrange on the 
surface would then lead to an increase in the average DNA–
DNA distance.

When multivalent salt is used, a crowding of DNA mole-
cules is ! rst observed as salt is added (in accordance with the 
observations in the Lc complexes), and then starts to grow for 
higher concentrations [100,156]. This may be a manifestation 
of the two competing forces as salt is added: lessened repul-
sion between strands vs. weakened adsorption energy.

21.5.5 FROM LAMELLAR TO HEXAGONAL COMPLEXES

So far, we have discussed the Lα
c lipoplexes formed from lipid 

membranes that are rigid (bending rigidity much greater than 
kBT) and tend to a planar geometry. Other lipoplex structures 
may ensue when the lipids possess a spontaneous curvature 
which is nonplanar, or when the membranes are soft enough 
to be deformed under the in" uence of the apposed macroion. 

The lipid membrane thus responds to the presence of 
DNA by deforming elastically and by locally changing its 
 composition f.

Membrane elasticity may be varied substantially either by 
changing the lipid CL/HL composition, changing the lipid 
species, or by adding other agents, such as alcohols, to the 
membrane [157,158]. In contrast, double-stranded DNA gen-
erally remains rather stiff, with a typical persistence length of ≈ 
500 Å. Hence, the lipoplex geometries are restricted to struc-
tures in which DNA remains linear on these large length 
scales. Usually, it is the interplay between the elastic (sponta-
neous curvature and bending rigidity) and electrostatic (charge 
density) properties of the membrane that will determine the 
optimum lipoplex geometry at equilibrium.

Often, the membrane elasticity and electrostatic contribu-
tion to the free energy display opposing tendencies. For exam-
ple, the hexagonal HII

c  complex is electrostatically favored due 
to the cylindrical wrapping of the DNA by the lipid mono-
layer. This allows better contact between the two macromo-
lecular charged surfaces. However, the highly curved lipid 
geometry may incur substantial elastic (curvature deforma-
tion) energy. The price to pay will be lower when the lipid 
(monolayer’s) spontaneous curvature matches closely the 
DNA intrinsic (negative) curvature or when it has low bending 
rigidity. Under such conditions, the HII

c  complex may become 
more stable than the Lα

c phase. Usually, a neutral HL is used 
for adjusting the spontaneous curvature to the required nega-
tive curvature, since pure CLs typically tend to form uncurved 
or positively curved aggregates. Use of more HL in the mixed 
membranes may, on one hand, lower the elastic penalty, while, 
on the other hand, lower the monolayer’s charge density, com-
promising the electrostatic energy gain upon association.

These qualitative notions were elegantly demonstrated by 
experiments in which the elastic properties of the lipid mono-
layers were controlled by changing the nature of the lipid 
mixture. The spontaneous curvature of the lipid bilayer was 
modi! ed by changing the identity of HL. It was found that 
when using a mixture of DOTAP/DOPE, HII

c was the pre-
ferred structure, while DOTAP/DOPC mixtures promoted 
the formation of the Lα

c phase. This is consistent with the fact 
that pure DOPE forms the inverted hexagonal phase, HII, due 
to its high negative spontaneous curvature [159–161], while 
DOPC self-assembles into planar bilayer. In addition, by 
adding hexanol to the DOTAP/DOPC–DNA lipid mixture, 
the bending rigidity could be diminished by about one order 
of magnitude [157,158]. This induced a clear ! rst-order 
Lα

c → HII
c phase transition [118].

Additional complexity can be expected when accounting 
for the coexistence of more than one phase in solution. A the-
oretical study of the phase equilibrium took into account the 
bare lipid phases Lα and HII, the naked DNA and the complex 
Lα

c and HII
c  phases [162]. The phase diagram of the system was 

evaluated by minimization of the total free energy, which 
included electrostatic, elastic, and lipid demixing contribu-
tions. Several systems of different compositions were consid-
ered. Figure 21.27 shows the predicted phase coexistence 
corresponding to the simplest case already discussed of rigid 
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planar membranes. Results are presented for lipid membranes 
with a bending rigidity of k  = 10 kBT per monolayer and spon-
taneous curvature c = 0 Å−1 (typical for many bilayer forming 
lipids [122]) for which only lamellar complexes are expected 
to form. As the overall lipid composition is enriched in CL 
(higher f) the one phase persists over a wider range of r. This 
indicates that for higher CL content, the complex may be 
expected to be more stable toward addition of either DNA or 
lipid (hence moving away from the isoelectric point).

The Gibbs phase rule allows for up to three phases to 
coexist concomitantly for this three-component (DNA, HL, 
and CL) system. Figure 21.28 shows the theoretical prediction 
for the phase diagram for a system in which the HL has a 
strong negative spontaneous curvature (k = 10 kBT and c = 
1/25 Å−1) [162]. For high f values, the phase behavior resem-
bles that of the previously discussed system. However, for 
lower values of f, a multitude of regions of (up to three) dif-
ferent phases coexisting together can be found. In some 
regions, lamellar and hexagonal complexes appear coexisting 
side by side. A similarly complex diagram results when the 
membranes are soft (bending rigidity of ≈ kBT) as might be 
expected for membranes with added alcohols [162].

A more subtle demonstration of the underlying balance 
of forces can be found within the realm of the Lα

c complex. 
Thus far, the theoretical models considered for the lipid 
membranes in this lamellar phase assumed them to be per-
fectly planar slabs. However, this need not be so. When mem-
branes are suf! ciently soft (yet not soft enough to favor the 
HII

c phase) or if one of the CL/HL has a propensity to form 
curved surfaces, the membrane may corrugate so as to 

 optimize its contact with DNA (see Figure 21.22A). If the 
membrane is further softened, ! nally, a transition may occur 
to the HII

c phase. In this respect, the membrane corrugation 
in the Lα

c complex may be regarded as a further stabilization 
of the lamellar complex, and a delay to the onset of the 
Lα

c → HII
c transition.

A possible consequence of membrane corrugation in the Lα
c 

phase is an induced locking between neighboring galleries. This 
follows the formation of “troughs” in a gallery, induced by the 
interaction of the membrane with DNA in adjacent galleries. 
This imposes “adsorption sites” for the DNA in the two neigh-
boring galleries, which propagates the order on. The formation 
of these troughs, as well as a very weak electrostatic interaction 
between galleries, may thus correlate between the positions of 
DNA in different galleries [147,163,164]. Limited experimental 
evidence supports this notion. In cryo-transmission electron 
microscopy (cryo-TEM) studies of the Lα

c phase, spatial corre-
lations were found between DNA strands in different galleries 
[165]. In another series of X-ray studies, the corrugation and 
charge density modulation in an Lα

c-like  complex, in which the 
membranes are in the gel phase, were measured [166]. Further 
support for the possible formation of corrugations is gained from 
computer simulations of lipid–DNA complexes [147].

In order to assess the extent of membrane corrugation, a 
balance of forces between many degrees of freedom should be 
taken into account. The free energy minimum now depends 
on the local membrane composition—dictating membrane 
properties such as local charge density, spontaneous curva-
ture, and bending elasticity—and the extent of local deforma-
tion around the DNA. Theoretical predictions show that for 
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FIGURE 21.27 Phase diagram of a lipid–DNA mixture for lipids, 
which self-assemble into rigid planar membranes. The phase diagram 
was calculated for membranes characterized by a bending rigidity in 
the range of 4 < k < ∞ kBT and a spontaneous curvature of c = 0 Å−1 
for both helper and cationic lipids. The symbols S, B, and D denote, 
respectively, the Lα

c, Lα, and uncomplexed (naked) DNA phases. 
(From May, S., Harries, D., and Ben-Shaul, A., Biophys. J. 2000, 79, 
1747. Reprinted by permission from Biophysical Society.) AQ7AQ7

FIGURE 21.28 Phase diagram of a lipid–DNA mixture involving 
“curvature-loving” helper lipid: the spontaneous curvature of the 
helper lipid is c = −1/25 Å−1. For the cationic lipid the spontaneous 
curvature taken is c = 0 Å−1. The bending rigidity for both lipids is 
k  = 10 kBT. The symbols S, H, B, I. and D denote, respectively, the 
Lα

c, HII
c, Lα, HII, and uncomplexed (naked) DNA phases. The broken 

line marks the single HII
c phase. (From May, S., Harries, D., and 

Ben-Shaul, A., Biophys. J., 2000, 79, 1747. Reprinted by permission 
from Biophysical Society.)
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a wide range of conditions, both stiff and soft membranes can 
show corrugations that are stable with respect to thermal 
undulations of the membranes [164]. The spacings between 
galleries and between DNA molecules are also predicted to 
change somewhat with respect to the case where no corruga-
tions are allowed [163]. For the conditions in which the troughs 
are shallow, or absent altogether, one may anticipate the for-
mation of phases where DNA in different galleries are posi-
tionally uncorrelated, while orientational order is preserved. 
These structures were predicted theoretically and termed 
“sliding phases” [119,120,165,167–169].

21.5.6  LIPOPLEX STRUCTURE AND TRANSFECTION 
EFFICIENCY

In recent years, a large number of CL–DNA formulations have 
been proposed as vectors. However, the fate of the CL–DNA 
complex once administered, its interaction with the cell mem-
brane, and entry into the cell and subsequently into the cell 
nucleus, is likely complex and largely unresolved. The poorly 
understood [170–172] process of DNA release once in the cell 
interior must be important. For example, it has been shown 
from action in the nucleus that DNA expression is diminished 
when it is tightly complexed with lipids [175]. Hints to the 
mechanism of the intracellular release of lipoplexes come from 
experimental evidence in vitro showing that other added poly-
electrolytes may compete with DNA and subsequently replace 
it in the complex [173]. This kind of replacement, by natural 
polyelectrolytes, may be one way in which DNA is released in 
cells [174]. Another possible mechanism is the fusion of com-
plex lipids with lipid membranes in the cell [100,120].

Only a limited number of experiments have probed the 
relationship between the structure of CL–DNA complexes 
and the transfection ef! ciency. One emergent theme attributes 
an important role to complex frustration and destabilization 
in promoting transfection.

Experimental studies show that the two ordered complex 
structures, Lα

c and HII
c , behave differently inside living cells. 

Furthermore, a correlation was found between the structure of 
the lipoplexes formed and the transfection ef! ciency. The 
structure formed depends in turn on the speci! c choice and 
relative amount of HL, CL, and DNA. The HII

c complex was 
found (in the studied cases) to be a more potent vector than 
Lα

c [176,177]. Further information is gained from " uorescence 
studies of cell cultures with both complex types internalized 
in ! broblast L-cells. These indicate that the Lα

c complex is 
more stable inside the cells, while the HII

c  more readily disin-
tegrates—its lipids fusing with the cell’s own (endosomal or 
plasma) membranes—resulting in DNA release. This is in 
accord with the theoretical ! ndings that the Lα

c complex 
 structure is rather " exible toward changes in the system’s 
compositional parameters due to its ability to tune both the 
membrane composition and the DNA–DNA spacing, while 
this tuning is more limited in the HII

c phase.
The picture is further substantiated by a series of studies 

by Barenholtz and coworkers [101,171,172,178]. In general, it 
was shown that maximal transfection ef! ciency could be 

achieved in complexes that were formed in the excess lipid 
regime (with r in the range of 2–5). This correlated well with 
the point of maximal size heterogeneity of the complexes. 
These instabilities were shown to occur concomitantly with 
an increase in the amount of membrane defects that were in 
turn mainly attributed to the appearance of several coexisting 
structures in solution (e.g., HII

c and Lα
c in DOTAP/DOPE lipo-

plexes, or micellar and lamellar phases in DOSPA/DOPE-
based lipoplexes). This is in accordance with the theoretical 
prediction that the regions of most phase diversity and the 
largest number of coexisting phases occurs at high r (and low f) 
values (see Figure 21.28 [101,132,159]).

Other evidence seems to agree with these notions. For 
example, some successful formulations, such as BIV, are also 
probably metastable [108,115,128]. This may suggest that it is 
in fact their instability, which helps them in releasing their 
DNA cargo once they are inside the cell. Attempts have also 
been made to destabilize lipoplexes more speci! cally once 
they are already internalized in the cells (rather than en route 
in the serum). Reduction-sensitive CLs were designed, and 
the subsequent lipoplexes that are formed were shown to 
undergo large structural changes when exposed to the cyto-
plasmic reductive systems. The lipoplexes are thus destabi-
lized and the previously packaged DNA is released into the 
cytosol [103,179–181]. A decrease in the toxicity of the CL 
and increased transfection ef! ciency are thus achieved [182].

Recent experiments have shed additional light on the rela-
tion between complex structure and transfection ef! ciency. 
These studies concentrate on lamellar Lα

c complexes that are 
the ones most often encountered. It has been shown that the 
membrane charge density of the CL vector, rather than, say, 
the large valency of the CL is an important parameter that 
governs transfection ef! ciency. Speci! cally, the path for com-
plex uptake is distinctly different for high versus low lipid 
charge density. While at both high and low charge densities, 
complexes are found to enter through endocytosis, at low lipid 
charge density, DNA was trapped in complexes, and those in 
turn were trapped inside endosomes, while at high density, 
endosomal entrapment does not seem to be a signi! cant limit-
ing factor. At very high lipid charge density, the transfection 
ef! ciency is again reduced. These ! ndings have led to a new 
model of the intracellular release of DNA from lamellar com-
plexes, through activated fusion with endosomal membranes. 
It has been suggested that complexes escape the endosome by 
fusion with the endosomal membrane. This fusion is favored 
by (attractive) electrostatic interaction energy that is higher 
for highly charged membranes [183–186].

In contrast, the transfection ef! ciency of the HII
c complexes 

does not seem to depend on lipid charge density,  perhaps 
because their structure leads to a distinctly different mecha-
nism of cell entry. It seems that these complexes undergo 
rapid fusion with cellular membranes. The curvature-loving 
properties of the hexagonal complexes favor rapid fusion and 
escape of DNA from the endosome, and this process no longer 
limits the transfection rate.

Destabilizing lipoplexes is not the only barrier to transfec-
tion. For example, entry of DNA into the nucleus through the 
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nuclear pore complex is inef! cient for large pieces of DNA. It 
has been shown that the cell’s own nuclear import machinery 
may be utilized to increase transfection ef! ciency dramati-
cally by attaching a peptide containing a nuclear localization 
signal (NLS) to the DNA [187,188]. Furthermore, the size of 
the complexes also seems to play a crucial role in determining 
transfection ef! ciencies [101,102,108,115]. Here, the repulsive 
interaction between like-surface charge of the complex due to 
over/under charging (excess lipid or DNA) can aid in stabiliz-
ing the complexes, once they are formed, from fusing further.

Another strategy to controlling the interaction between 
aggregates and the stability of the aggregate in vivo is to 
modify the composition of the outer wrapping sheath of the 
lipoplex. The caveat is that the lipoplexes are not stabilized to 
such a degree that they can no longer disintegrate once inside 
the cells. For example, short-chain lipids possessing a PEG 
headgroup (or a derivative thereof) have been used to increase 
the stability of the lipoplexes in the blood stream due to repul-
sive steric interactions, while not interfering with the endo-
somal unwrapping once the lipoplexes are internalized in 
cells. These “PEGylated” lipids can reduce the transfection 
ef! ciency, but also increase the stability of complexes en route 
to their targets [189–191]. The PEG chains that are attached to 
the lipids are present inside as well as at the surface of CL–
DNA complexes. This gives rise to polymer-mediated forces, 
such as depletion attraction between DNA strands that arises 
because polymer disfavors con! nement of its degrees of free-
dom when it is between DNA rods.

More generally, we can expect that understanding how to 
control and manipulate the formation of speci! c phases on 
the one hand, while better understanding the multistage trans-
fection mechanism, and the parameters (conditions) affecting 
it on the other, should aid in the design of more potent lipid-
based gene delivery vectors in the future. These, together with 
control over the coating and targeting of the complexes, may 
render these vectors as useful vehicles in gene therapy.

21.6 DNA–POLYCATION INTERACTIONS

Stiff polyelectrolytes like DNA are readily capable of sponta-
neously forming complexes with various oppositely charged 
macromolecules to form submicron-sized complexes [53]. It is 
primarily thought that the formation of these self-assemblies is 
driven by Coulombic electrostatic and polyelectrolyte bridging 
interactions as well as the entropic gains derived upon the 
release of bound water and counterions. These forces compen-
sate for the entropic loss resulting from a close packing of the 
stiff polyelectrolyte chains. Due to their potential for protect-
ing and delivering genetic information, condensation of DNA 
with polycations is of particular interest. The polycation–DNA 
complex, often called “polyplex” [99], forms spontaneously 
upon mixing positively charged polymers with negatively 
charged nucleic acids. The advantage of polymer formulations 
lies in their ability to be generated economically in large quan-
tities while offering versatility of synthetic chemistry and 
allowing easy tailoring of various chemical structures, molec-
ular weights, and topologies with low immunogenicity [192].

Similar to lipoplexes, the primary goal of polycation 
research is the condensation of DNA into particles of virus-
like dimensions that can migrate through the blood stream and 
into target tissue, overcome the electrostatic repulsions of the 
cell membrane, yet protect the nucleic acid from degradation 
and undesired interactions [193]. A wide variety of natural and 
synthetic polycations have been investigated, most of them 
based on amine chemistry. Factors in" uencing DNA compac-
tion include the number of charges per chain, the type of 
charge (e.g., primary, secondary), charge spacing along the 
chain, chain architecture (linear, branched, dendritic), and chain 
hydrophobicity. External conditions, such as solution ionic 
strength, concentration, positive-to-negative charge ratio of 
polycations to DNA, and mixing conditions also are observed 
to in" uence how polyplexes form. Observed differences in 
transfection ef! ciency to date are not easily correlated to poly-
cation chemistry or structure. Large transfection differences 
are observed between various polycations as well as with the 
same polycation but of varied molecular weight or polymer 
chain architecture. Aggregation is generally diffusion limited 
upon mixing. Depending on the technical process of mixing 
one can form ! bers; large micron-sized aggregates; or small 
rod, toroidal, or spherical aggregates [194–197]. Critical to 
increasing binding to the negatively charged cell membrane, 
polyplexes are usually overcharged by the polycation resulting 
in a net-positive colloidal aggregate.

In an ideal polyplex-mediated gene delivery, the polyca-
tions must not only compact DNA but also be able to over-
come a wide variety of multibarrier processes to achieve 
successful transfection. Similar to a virus capsid, vector deliv-
ery would occur in a highly cell-speci! c manner, facilitate 
cellular uptake as well as endosomal release, and be able to 
maneuver through the cytoplasmic environment, disassociate, 
and then localize the desired nucleic acid vector into the cell 
nucleus ready for transcription. In addition, this ideal polyca-
tion would also be nontoxic, nonimmunogenic, and biode-
gradable. Obviously, this is a large list; in reality, no one 
polycation is likely to satisfy all these conditions. Consequently, 
a variety of additional functional elements have also been 
included in polyplex formulation to try to improve delivery, 
ef! ciency, targeting, and lower cytotoxicity. To date, no pre-
dictions of the correlation between polyplex structure and 
transfection ef! ciency can be made without extensive experi-
ments. Clearly a balance of the molecular forces within and 
between the polyplexes is needed to create particles stable 
enough to carry the DNA to the nucleus yet suf! ciently unsta-
ble to release the DNA when needed. In this chapter, we intro-
duce our current understanding of the internal structure, phase 
behavior, and compressibility of polyplexes. We end with a 
brief discussion of recent advances in understanding of poly-
plex gene delivery.

21.6.1 STRUCTURE OF POLYPLEXES

Early work investigating the internal packing and ordering of 
DNA–polycation complexes used small-angle X-ray scatter-
ing (SAXS) to look at pulled DNA ! bers kept at constant 
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humidity levels [198–200]. More recent work has used SAXS 
to look at the internal packing and ordering of DNA–polyca-
tion complexes in buffered solutions [22,54]. Figure 21.29 
shows a series of high-resolution synchrotron SAXS intensity 
pro! les, shifted in intensity for clarity, for calf thymus DNA 
packaged with poly-l-lysine (PL), poly-l-arginine (PA), 
spermine (Sp), and linear and branched polyethylene imine 
(lPEI and bPEI, respectively) in TE buffer. Here, all samples 
are made with an excess of polycations and then washed to 
remove unreacted polycations.

All systems show a similar hexagonal close-packing of 
rods. A simple schematic view of this hexagonal ordering is 
shown in Figure 21.29. For simplicity, we represent DNA as a 
stiff rod to emphasize that on small length scales, such as 
those observable via SAXS, DNA behaves as a rigid polymer 
with a large persistence length (Lp ∼ 50 nm) in stark contrast 
to the highly " exible polycation chains (Lp ∼ 1 nm). Here, the 
" exible polycations act as a simple, electrostatically driven 
linker molecule, which can both wrap around a single DNA as 
well as bridge between DNA strands. The DNA packing dom-
inates the scattering pro! les here as DNA is signi! cantly 
higher in electron density compared to the polycations. A 
dependence of the dDNA-DNA spacing, as well as small effects 
on the DNA pitch, is observed to depend on the chemical 
nature of the complexed polycation. Interhelical distances in 
buffer or low salt are typically of the order of 26–30 Å, equiv-
alent to ∼6–10 Å space between DNA rod surfaces. Due to the 

kinetic nature of polyplex formation, sample preparation is 
also observed to affect the polyplex internal structure. Typical 
conditions used to form gene therapy vectors (dilute solutions 
mixed under low salt conditions), were observed to give simi-
lar hexagonal packaging of the DNA as shown in Figure 21.29, 
but with signi! cantly poorer long-range order in the DNA 
array. These particles were found to be kinetically trapped in 
nonequilibrium structures. Once formed, they equilibrate 
extremely slowly with signi! cant, internal spacing rearrange-
ments (∼5%) observed on the timescale of several months as 
the chains try to rearrange themselves to reach their thermo-
dynamic equilibrium spacing. Qualitatively, samples with 
natural amino acids, lysine and arginine, show a higher degree 
of long-range order compared to the short natural polyamine 
(spermine) and the synthetic PEI samples. This loss of long-
range order may be due to the shortness of the chain for 
spermine and charge mismatching in the synthetic PEI poly-
cations. Better ordering is observed for linear compared to 
branched PEI. This suggests that the chain architecture as 
well as the chemical nature of the polycations plays some role 
in determining the internal packing of the polyplexes. Only 
small effects in interaxial spacings (1–3%) are seen upon 
changing polycation molecular weight to signi! cantly higher 
molecular weights, increased nitrogen to phosphate (N/P) 
charge ratio (above charge neutrality), or changing pH after 
polyplex formation. An exception is that d spacings were 
observed to change some 10% with increasing N/P ratio for 

FIGURE 21.29 (A) Synchrotron small-angle X-ray intensity pro! les for ! ve different polycation–DNA complexes shifted in intensity for 
clarity. All samples were made with an excess of cationic charge to DNA phosphate and equilibrated in TE buffer without additional salt. 
(B) Schematic drawing of a close-packed hexagonal ordering of DNA rods held together by electrostatically bound polycations chains.
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the PEI samples. However, as PEI is not a fully charged chain 
at neutral pH, the calculated N/P charge ratio does not re" ect 
the true N/P ratio such that N/P signi! cantly higher than one 
is necessary to achieve charge neutrality in the complex, 
 consistent with known PEI behavior. Estimates for PEI place 
neutrality at N/P ∼ 2.5 [201].

21.6.2 POLYPLEX PHASE BEHAVIOR

The structure and phase behavior of lipoplexes have been 
investigated in some detail showing a wealth of possibilities 
tuned by varying intermolecular forces through changing 
lipid chemistry or chain shape. In contrast, polyplexes have 
not shown much variability and have not been explored in as 
much detail. To understand the phase behavior, polyplexes of 
calf thymus DNA condensed with spermine, polylysine, 
polyarginine, and linear and branched PEI were investigated 
as a function of external monovalent salt concentration [54]. 
The addition of monovalent salt can weaken the molecular 
interactions of the polycations with DNA through screening 
of the electrostatic and bridging interactions, displacement of 
bound multivalents, and/or chloride binding to multivalent 
ions (see Figure 21.30).

In this work, universal phase behavior was observed for 
all polyplexes with increasing salt concentration. Initially all 
samples are observed to form a “tight bundle” phase of hex-
agonally close-packed DNA rods as depicted in Figure 21.29. 
The Bragg re" ection in the SAXS curves not only gives infor-
mation about the interaxial spacing between the rods in the 
array but also the peak width indicates the long-range in-plane 
ordering of the array through a correlation length x. x is seen 
to depend on the polycations and sample preparation; at low 
salt concentrations, x is observed to be on the order of 15–30 
DNA repeats for the various polyplexes studied.  At low salt 
concentrations, this hexagonal packing shows simple linear 
swelling behavior with the observed scattering while main-
taining the in-plane correlations. At a critical salt concentra-
tion, cs

*, dependent on polycation, the onset of a coexistence 
regime is observed (shaded regions in Figure 21.30). The 
coexistence regime occurs over a relatively narrow range of 
salt concentrations and is characterized by an overlapping of 
the initial sharp Bragg re" ection with a new broad peak at 
lower q spacings in the SAXS measurements. In this phase, a 
signi! cant fraction of the polycations has been displaced from 
the DNA, and a salt-induced melting transition is observed. 
Here, the polycations are more loosely associated with the 
DNA. This results in a phase with a wider distribution of 
interaxial spacings and a poor in-plane packing of the DNA 
and identi! ed as a “loose bundle” phase. A high local concen-
tration of the DNA is maintained through the bridging inter-
actions of the polycations.

Due to the intrinsic stiffness or persistence length of 
DNA, it maintains some order similar in nature to the liquid 
crystalline phases observed in pure DNA phases at high con-
centration [8]. For an intuition on the strength of these inter-
actions, cs

* ranged from ∼300 mM for spermine to as much as 
1.6 M NaCl for polyarginine. With still more added salt, this 

broad peak of the loose bundle phase is observed simultane-
ously to shift to smaller q, or larger d spacings, and to broaden 
signi! cantly, corresponding to decreasing in-plane correla-
tions of the DNA arrays. Interestingly, if all the polyplexes 
are normalized with respect to cs

*, the swelling behavior in 
both regimes and x above cs

* is observed to collapse to a 
single curve (see Figure 21.30). At cs

*, x is observed to drop 
sharply to ∼6–7 DNA repeats, independent of polycations; x 
continues to decrease to ∼3 DNA repeats at the highest 
observed salt concentrations. At large polymer/DNA concen-
trations, a network phase is observed to form and to grow at 
the expense of the loose bundle phase. At still higher salt, 
or lower polymer–DNA concentrations, this network disso-
ciates completely.

A simple model [54] was proposed using a free energy 
function balancing only the electrostatic attraction and entro-
pic repulsion between the polymer chains for a hexagonal 
bundle and a network phase. In the bundle phase, condensa-
tion is driven by attractive electrostatic interactions. The 
entropic gains from releasing the bound counterions and water 
from the DNA compensate for the entropic loss from a close 
packing of the polymer chains parallel. The network phase, in 
contrast, is stabilized by highly localized bridge points 
between polymers and dominates at high salt concentration or 
low polymer densities. Building on established theory, the 
potentials for the electrostatic interactions and entropic repul-
sions can be used to estimate the free energy expressions for 
both the bundle and network phases [202,203]. This simple 
balance of electrostatic attraction and entropic repulsion 
quantitatively and qualitatively describes the transition from a 
hexagonal loose bundle to a network phase at high salt con-
centrations on the order of 1 M NaCl, where the network phase 
grows at the expense of the bundle phase. To induce a phase 
separation between loose and tight bundles, additional non-
electrostatic attractive forces have to be invoked. Furthermore, 
this model does not include short-ranged speci! c interactions, 
which must arise from chemically distinct polycations as 
observed experimentally.

21.6.3 EQUATION OF STATE FOR POLYPLEXES

Insight into the intermolecular forces within condensed DNA 
arrays can be obtained through osmotic stress experiments. 
Stressing solutions of PEG exert a known osmotic pressure 
that is balanced by the intermolecular repulsion between 
helices. Measurement of the interhelical spacing at each 
osmotic pressure furnishes the DNA equation of state. Very 
few data have been collected on polyplexes, but we expect 
many similarities with the more extensively studied short 
condensing agents. Various condensing agents, ranging from 
divalent Mn salt to longer polycations such as spermidine and 
protamine, show many common features [22,48]. Equilibrium 
spacings, at zero osmotic pressure, depend on the polycations 
inducing assembly and do not change signi! cantly at low 
pressures. The equilibrium spacing is typically 8–12 Å 
between DNA surfaces, indicating a balance of attraction 
and repulsion between helices. These surfaces can be brought 

AQ8AQ8

8768_C021.indd   4758768_C021.indd   475 4/22/2008   12:18:09 PM4/22/2008   12:18:09 PM



476 Gene and Cell Therapy: Therapeutic Mechanisms and Strategies

FIGURE 21.30 (See color insert following page xxx.) Phase behavior of polyplexes with increasing monovalent salt concentration. 
Universal phase behavior is observed for all systems with an initial swelling of a tightly packed hexagonal array of DNA rods. As a critical 
salt concentration, cs

*, dependent on polycation, the onset of a coexistence regime is observed between tight and loose bundles. In-plane cor-
relation lengths, x, representative of long-range order within the arrays show a sharp decrease upon crossing cs

*. When scaled with respect 
to cs

*, both swelling ratio (d/do) and x collapse onto universal behavior. With increasing salt, the loose bundles lose both positional and orien-
tational order with an increase in a network structure at the expense of the loose bundle regime. At suf! ciently high salt concentration, or 
dilute polymer concentration, all Coulombic interactions are screened and the samples disassociate completely into the dilute phase.
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FIGURE 21.31 SAXS intensity curves of the osmotic stress induced reordering of PLL–DNA at 900 mM NaCl. With increasing pressure, 
the broad diffuse peak indicative of liquid crystalline–like “loose bundle” ordering is forced to reorder showing clear coexistence and then 
! nally scattering from a purely tight-bundled phase is observed. Compression at low osmotic pressure in this loose bundle phase was pre-
dicted to scale as 1/d using a simple calculated energy balance of long-range electrostatic attraction against entropic repulsion. This 1/d 
scaling is shown in the inset and is found to agree well with the experimental results. (From DeRouchey, J., Netz, R.R., and Rädler, J.O., Eur. 
Phys. J. E, 2005, 16, 17.)

closer together with osmotic pressure and show net hydration 
repulsion modulated by the presence of the polycations. The 
force needed to push helices closer than the equilibrium spac-
ing depends on the polyvalent ion identity. At high pressures, 
however, all samples show exponentially increasing forces 
with decay lengths of 1.5–2 Å independent of the counterion 
species. The decay lengths of these repulsive interactions are 
approximately half that for an overall net hydration repulsion 
observed in pure DNA arrays and are insensitive to external 
salt concentrations. While decay length is only weakly cation 
dependent, there are signi! cant differences in the magni-
tudes of the forces. The exact nature of these forces is not 
completely understood. The data do set limits that show 
inconsistency with several proposed ionic " uctuating models 
such as direct ionic bridging, ionic " uctuation, and van der 
Waals attraction balanced against hydration/electrostatic 
repulsion.

Available data for polyplexes show similar osmotic stress 
force curves. Equilibrium spacings for polylysine or polyargi-
nine polyplexes are similar to spacings of DNA condensed 
with small cations and curves appear to converge to similar 
exponential limits. Osmotic stress was used to investigate a 
complex phase diagram for PL–DNA involving two coexist-
ing phases [54]. Using high salt concentrations, where at 
Π = 0, the samples are found to be in a pure loose bundle 
phase, osmotic stress was applied using a high molecular 
weight PEG. Initially, simple compression of the loose bun-
dles is observed with the average interaxial spacing between 
DNA inside the array getting smaller. With increasing osmotic 

pressure, the system rearranges and the characteristic scatter-
ing for the coexistence regime is observed. Increasing the 
osmotic pressure further still results in the sample passing 
through the coexistence regime until scattering due solely to 
a tight bundle regime is observed. SAXS curves showing 
PLL–DNA at 900 mM NaCl, corresponding to loose bundles 
at Πosm = 0, with increasing osmotic pressure are shown in 
Figure 21.31. Using osmotic pressure to stress from a loose 
bundle to a tight bundle phase showed that these two phases 
are in equilibrium.

21.6.4 POLYPLEX TRANSFECTION

Typical transfection formulations are mixed in low salt condi-
tions with an excess of positive to negative charge ratio of 
polymer to DNA to limit aggregation, resulting in uniform 
nanometer-sized particles (hydrodynamic radii of the order of 
20–50 nm). Unfortunately, free polycations, typically amines, 
are toxic because they destabilize cellular membranes. 
Optimal charge ratios for gene therapy are a balance between 
achieving small, stable aggregates while minimizing the toxic 
effects. Incorporation of uncharged hydrophilic polymers, 
such as PEG, has proven to be an effective method to shield 
polyplexes, lower particle surface charge, and reduce unspe-
ci! c interactions with salt and blood components [204]. 
However, shielding typically results in reduced transfection 
ef! ciency. This reduction can, in part, be overcome by incor-
poration of targeting ligands or bioreversible shielding into 
the particles [205,206].
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Cellular uptake and delivery is not well understood but is 
known to depend strongly on particle size. Polyplex nanopar-
ticles are small enough to be brought into the cell through 
clathrin- and caveolae-dependent endocytosis [207,208]. 
However, clathrin- and caveolae-independent endocytosis has 
also been observed including macropinocytosis and phagocy-
tosis [209,210]. Once inside the cell, single-particle tracking 
techniques suggest that polyplexes are actively transported to 
the perinuclear region by microtubule transport [211]. More 
recently, new single-particle tracking results suggest that 
polyplexes of poly(ethylene imine) (PEI/DNA) have many 
diffusive behaviors. Interestingly, in early stages, these 
 polyplexes are seen to bind to the cell membrane and freely 
diffuse on the cell surface while inducing a progressive accu-
mulation of syndecans, resulting in an actin cytoskeleton–
mediated endocytosis. Once endocytosed, the active transport 
of polyplexes inside vesicles by molecular motors along 
microtubules ! laments was observed [212].

One of the primary causes of poor gene delivery with syn-
thetic formulations is believed to be inef! cient endosomal 
release. PEI, one of the most frequently studied systems due to 
its low cost and excellent transfection ef! ciencies in vitro and 
signi! cant transfections in vivo, shows signi! cant improve-
ment in endosomal release over other common polycations 
[213,214]. Endosomal escape is believed to proceed through 
the “proton sponge” effect where charges along the chain with 
a pKa slightly below physiological pH gets activated upon 
acidi! cation in the endosome, resulting in an in" ux of both 
protons and charge neutralizing Cl− ions, inducing an osmotic 
stress that swells and destabilizes the endosome, releasing its 
contents into the cytoplasm [215,216]. These studies strongly 
suggest that the high transfection activity of PEI vectors is due 
to their unique ability to avoid acidic lysosomes. The subse-
quent steps, complex disassociation, and ! nal nuclear trans-
port of the plasmid are still not mechanistically well understood. 
While improved active transport across the nuclear membrane 
has been reported through the incorporation of NLS [217], 
clear evidence has also shown that passive DNA entry into the 
nucleus during cell division when the nuclear membrane is 
temporarily disrupted is important. Highest ef! ciencies are 
reported in dividing populations of cells [218]. While new 
techniques and studies are beginning to shed light on the com-
plicated multiple barriers, both thermodynamic and kinetic, 
involved in successful gene delivery, clearly more work must 
be done to understand, balance, and use the molecular forces 
involved for improved delivery vectors.

21.7 RETROSPECT AND PROSPECT

Structural elucidation of the DNA–CL and DNA–polycation 
complexes and realization of the extent to which they share 
the structural features of pure-DNA or pure-lipid polymor-
phism have advanced notably in the past few years. Some old 
questions have been answered and new questions raised. It is 
these new questions that challenge our knowledge of the intri-
cacies of interactions between macromolecules.

The DNA–lipid and DNA–polycation complexes found so 
far are only a sample of the much wider set of structures that 
will be seen on a full DNA–complex phase diagram. We 
argue that this larger set of possibilities be approached by 
! rmly established methods to measure the energies of these 
structures at the same time that they are determined and 
located on a phase diagram. Built on principles of direct 
molecular interactions, recognizing the consequences of ther-
mal agitation, this line of observation and analysis can lead to 
an understanding of the energetic “whys” and preparative 
“hows” of complex structures.

Forces so delineated are already knowledgeably applied 
in new preparations. Precisely how the structure of DNA–lipid 
and DNA–polycation aggregates will affect their ef! cacy in 
transfection remains to be seen. So far, the ideas we have are 
too general and have been learned from studying analytically 
tractable but technically inadequate preparations. General 
principles do not lead to speci! c results. Molecules are too 
interesting to allow easy success in clinical design. Still there 
is little doubt of a practical link between the energy and struc-
ture of these complexes and their viability in a technological 
application.

Even the present general understanding of forces, even the 
cartoon ideas of the directions in which forces act in macro-
molecular complexes can tutor the bench scientist on how to 
improve preparations. There is enough known for a healthy 
iteration between experimental attempt and theoretical reason. 
Experimental successes and failures become the data for 
molecular force analyses. Various DNA–lipid and DNA–poly-
cation assemblies re" ect the various actions of competing 
forces. Molecular theorists can de! ne and delineate these 
forces as they act to create each form; they can provide a logic 
to design variations in preparation. Basic scientists and clini-
cians are already in a position to help each other to improve 
their ways.
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