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A challenging task in computational biophysics is to ascertain

the solvent effect on the electronic structure and interatomic

bonding at the atomistic level. Simulations must be carried

out on reasonably large biomolecules for accurate calculations

to yield valid results. We report the results of a calculation on

collagen model in the form of a peptide under three different

environments: vacuum, solvated and with neutral and charged

sites. Quantitative results and analysis of the partial charge

(PC) distribution on each amino acid are discussed. A signifi-

cant charge transfer of more than 1 electron from protein to

water molecules is found with similar results when the model

contains charged sites. The main contributions to the intera-

tomic bonding are from hydrogen bonds (HBs) between

water-water and water-protein pairs. A connection between

PC and HBs can be established since the nonpolar amino acids

form no HBs and have the smallest PC and vice versa. The ab

initio PC obtained are used in the NAMD simulation showing

significant improvement over the default values as reflected in

the root mean square deviation of atomic positions in the MD

steps and the total free energy in energy minimization. These

results could facilitate the interpretation of data on interaction

of various ligands in charged proteins in relation to isoelectric

points. VC 2016 Wiley Periodicals, Inc.

DOI: 10.1002/qua.25089

Introduction

In recent years, computational biophysics has started to focus

on understanding the structure and interactions of biomole-

cules at the atomistic level by using a combination of quan-

tum mechanical calculations and classical molecular dynamics

(MD) simulations.[1–3] Although ab initio calculations can pro-

vide more accurate results on energy levels, charge distribu-

tions, and inter-atomic bonding that are generally not feasible

for large proteins because of severe computational limitations.

A viable approach is to use more efficient ab initio methods

on systems of intermediate complexity, and then use these

results to feed back into MD to increase the accuracy of simu-

lations on much larger systems. However, detailed information

for large biomolecular systems is very limited and research

focuses mostly on either small fragments of a large molecular

structure or well-known structural subunits.[4] Moreover, most

relevant biomolecular systems are always bathed in the aque-

ous environments, further exacerbating the complexity of

computational challenges.[5] To address such issues, knowl-

edge of accurate partial charge (PC) distributions on protein

molecules is essential for determining the electrostatic interac-

tions [including hydrogen bonding (HB)]. The landscape

started to change recently due to the development of more

accurate and efficient methods.[6–8]

In proteins, amino acids on the surface are in close proxim-

ity to water molecules. Charged surface sites are considered to

be the most important due to their ability to interact with var-

ious ligands and water molecules. Surface amino acids have

charged sites depending on the number of hydrogen atoms

bonded to the terminal side-chains. The protonation of an

amino acid is related to the pH value of the aqueous solvent,

and the acid dissociation constant, or pKa of the side-group.[9]

The pKa is proportional to the dissociation energy G, that is,
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pKa 5 2log Ka 5 2log (exp(2DG)/RT). It is these charged sur-

face sites, which predominately control the surface charge dis-

tribution of the protein.[10] However, more recent evidence

suggests that amino acids other than the charged sites on the

surface can also influence the overall charge distribution of

the protein[11] and could significantly change the local envi-

ronment. Specifically, polar amino acids, which have more elec-

tronegative atoms, may play a pivotal role. To avoid any

confusion, we follow the generally accepted practice of divid-

ing amino acids into three groups[12]: polar, nonpolar, and

charged. Polar amino acids contain electronegative atom(s)

either O or N in their side-group. They prefer to be in close

contact with water, or hydrophilic. Nonpolar amino acids do

not contain electronegative atom(s) and consist of only C and

H, and do not prefer to be in close contact with water mole-

cules. Charged amino acids are polar amino acids with electro-

negative atoms in their side-groups but they can also become

charged by attaching or removing protons (H atoms). The

charge differences between these groups, or the charge trans-

fer among them is mediated by water and influenced by other

nearby amino acids in the local environment. It is highly desir-

able that a detailed information on the charge distribution of

a protein due to interactions of polar and charged sites be

thoroughly investigated rather than merely assigning an elec-

tron charge (positive or negative) to the charged amino acids

as routinely done in the literature. In this article, we present

the results of such a study which provide information on PC,

interatomic bonding, especially the HB, in a specific model of

a typical a2-chain of collagen.

Collagen is one of the most important structural proteins in

connective tissues; it is also a structural component in tissues

such as bone, teeth and the cornea in animals.[13] No complete

atomic-level structural model has yet been established for the

collagen molecules using methods such as crystallographic X-ray

diffraction or NMR, due to the difficulty of extracting the whole

fibrous protein, except for a rather small segment.[14–20] However,

the collagen molecule is known to be approximately 300 nm

long, and made up of three individual chains twisted together

into a triple-helical rope-like aggregate, though some controversy

still exist on the details of this collagen model.[21] The homotrimer

form of the collagen triple-helix consists of three a1-chains, while

the heterotrimer form consists of two a1-chains and one a2-chain

with a slightly different amino acid composition. A unique feature

of collagen molecules is that every third residue in the amino

acid sequence is Gly, and there is also a preponderance of Pro

which can be modified post-translationally to Hyp.[22]

Here, we report on a detailed computational study on the a2-

chain model of collagen as a representative peptide to study the

effect of solvation and protonation/deprotonation on some of its

side chains. This a2-chain model is similar to the one in a previous

study, which has a triplet of two a1-chains and one a2-chain in the

development of a computational scheme, the so-called Amino

Acid Potential Method (AAPM).[23] In this work, we start with this

model to examine collagen a2-chain as a representative protein

of reasonable size in three different environments and modifica-

tions, namely in vacuum, the solvated form with water molecules,

and a model with modifications of certain charged sites due to

addition or removal of a proton at the site. It should be empha-

sized in the beginning that the goal of this paper is NOT to inves-

tigate the detailed structures of the collagen molecule and its

various biomedical or biophysical properties and their implica-

tions on health related issues. Our goal is to use a protein model

of reasonable size and recognition for the computational devel-

opment that can be applied to other more complex biomolecular

systems. For each model under different environments, we calcu-

late the PC for all atoms in the protein and its constituent amino

acids. Moreover, we investigate the bonding between atomic

pairs, especially the HB under different environments. We then

compare the results of the three models to assess the effect of

solvation and protonation/deprotonation on PC distribution and

HB. We present quantitative results from the atomic level up, and

examine the effect of the charged sites on other sites in relation

to polar, charged, and nonpolar amino acids. These ab initio quan-

tum mechanically derived PC results are used as input into the

Nanoscale Molecular Dynamics (NAMD) to ascertain any improve-

ment on the accuracy of the simulation for the stability and

dynamics of the suggested structural model.[24–26] Such results

may eventually be used to compare with experiments in identify-

ing possible location of the isoelectric point (IEP).[27] The IEP

experiments measure mobility of the protein under the applied

electric field in a medium as part of the long range electrostatic

interaction, not the overall global protein charge. Hence, different

experimental groups usually disagree on the IEP values for a pro-

tein. Thus, more accurate estimates of the actual charge distribu-

tion on the protein could help in analyzing the IEP results.

The layout of the article is as follows. In Section “Three

models for the collagen a2-chain” we briefly describe the con-

struction of the three structural models used in the calcula-

tions. In Section ” Computational Methods and Steps,” the

computational methods and steps used are described. In the

main Section, Section ”Results and Discussion,” the calculated

results on these three models are compared and discussed.

We end with some conclusions and our vision for future work

with emphasis on the importance of using explicit solvation

for biomolecular systems.

Three Models for the Collagen a2-Chain

There are many studies on different structure models for colla-

gen.[28–33] The three models based on the a2-chain of collagen

used in the present work has the same origin as used in our

earlier study.[23,34] We stress that this model is used solely for

the investigation of a typical protein under different environ-

ments, not for any specific properties of collagen per se. Here

we used NAMD as the starting tool[35] to build the three

a2-chain models with increasing complexity. Figure 1 illustrates

all the three models used in this study.

Model 1: nonhydrated collagen model

The purpose of model 1 is to first establish the distribution of

PC and interatomic bonding in a dry molecule (peptide) in

vacuum and to be used as a base-line in comparing with

results of model 2 to assess the effect of solvation on PC and
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bond order (BO) results. It is the same collagen a2-chain as

model 2 but with all the surrounding water molecules

removed.

Model 2: hydrated models using NAMD solvate

Model 2 starts with the collagen a2-chain model used in previ-

ous study.[23] We first added the H atoms by using NAMD,[36]

which relies on a topology file for the relative coordinates of

the H atoms in relation to the atoms they are bonded to, con-

sistent with the CHARMM force-field as implemented in

NAMD. The “charged sites” in this model are Gly(1), Arg(9),

Glu(29), and Hyp(30) which are all made charge neutral. The

number in the parenthesis (1), (9), (29), (30) denotes the

sequential number of the amino acids in the a2-chain model

as listed in Table 1. The parameters used for charge neutral

amino acids were those specified in CHARMM. Additionally,

the C-terminal of the a2-chain which was terminated by add-

ing a H in the previous work[23] was made consistent with

NAMD C-terminals by adding an O atom to the terminal car-

boxylic carbon.

Next, water molecules were added to the a2-chain using the

“Solvate” command in NAMD in a pre-equilibrated box of

water. The a2-chain is placed in a periodic box (a 5 11 nm,

b 5 4 nm, c 5 4 nm), which includes water molecules within

1.2 nm from the collagen chain and with overlapping water

molecules deleted.[37] To obtain more accurate positions of

water molecules with respect to the collagen chain, we opti-

mize the structure of the peptide in the solvated model using

the energy minimization procedure based on molecular

mechanics as implemented in NAMD. The a2-chain and the

added water molecules were allowed to relax their positions

and orientations to minimize the total empirical force-field

energy. Finally, we removed the water molecules that are fur-

ther than 0.4 nm from the a2-chain, which resulted in 152

water molecules. This allows us to capture all water molecules

that can possibly interact with the a2-chain through HB and

significantly reduces the computational burden. It is generally

accepted that it is only necessary to include water molecules

in the proximity of the protein for calculation of the electronic

structure of the solvated protein.[38] With this model, we are

able to quantitatively evaluate HB strength through BO calcu-

lations to be described in Section ”Computational Methods

and Steps.” Model 2 is illustrated in Figure 1. The removal of

all water molecules in model 2 gives model 1.

To investigate the degree of variations of the solvated model

described above (model 2a) on the statistical fluctuations in the

distribution of water molecules, we build another solvated

model (model 2b), which has a different number of water mole-

cules with different positions and orientations relative to the

peptide structure for comparison. To this end, we added water

using the Chimera package which uses an AmberTools TIP3P

waterbox.[39] The same peptide of model 2a is held fixed and

put into in this new water box from Chimera with a cutoff of

12 Å from the peptide. The structure is then minimized (with

the peptide fixed) so that the water molecules can readjust

Figure 1. Structural model for the collagen a2-chain showing all the amino acids and water molecules (model 2a). Model 1 is the same model with all
water molecules removed. The enlarged box shows the 2 protonated sites and 2 deprotonated sites for model 3. The color bar indicates the magnitudes
of the PC in model 2a discussed in section “PC and HB in model 2a and 2b.” The sequence of the 30 amino acids is indicated at the top of the figure.
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their positions. We intentionally using a different procedure for

model 2b than used for model 2a. We end up with 123 water

molecules in model 2b, as opposed to 152 in model 2a, but

with different positions and orientations relative to the amino

acids in the peptide. In the discussions below, model 2a is used

when we refer to model 2.

Model 3: protonated/deprotonated solvated model

Model 3 uses the same starting point as model 2, except that the

a2-chain is now protonated at two amino acids (Gly(1) and Arg(9))

and deprotonated at other two amino acids [Glu(29) and

Hyp(30)], as illustrated in the highlighted portion of Figure 1.

Essentially, the N-terminal Gly(1) now has an extra H on the amine

group and Arg(9) has an extra H on one of its side-group terminal

N. Simultaneously, the H atom on the carboxylic O of the side-

group in Glu(29) and on the carboxylic O of the C terminal of

Hyp(30) are now removed. At physiological pH values, charged

groups such as the side-chains of Arg and Glu and the terminals

of the a2-chain, participate in acid-base equilibria, so most of the

“charged sites” are protonated/deprotonated.[40] We have con-

structed model 3 so that all “charged sites” are charged.[41] By

adding and removing 2 protons simultaneously at 4 different

amino acids. In this way, we maintain the overall charge neutrality

of the system and enables us to study the effect of protonation/

deprotonation. Next, water molecules were added to the proto-

nated/deprotonated model using the same procedure as used in

model 2, followed again by a total energy minimization. The dif-

ference in the atomic positions of the a2-chain and water mole-

cules between model 3 and model 2 are very small, except for

those atoms close to the protonated/deprotonated sites. Again,

only the water molecules within 0.4 nm from the protein are

included for the calculation of the electronic structure and bond-

ing. Model 3 contains 151 water molecules, only one less than in

model 2 with 152 water molecules.

Computational Methods and Steps

NAMD[35] is used in the construction of the three models as

described above. This is a very common and efficient package

particularly suitable for computationally demanding simula-

tions on biomolecular systems with large numbers of atoms.

We used NAMD to add H atoms and water molecules to the

a2-chain model and to perform structural optimization based

on the CHARMM force-field model. The force-field calculation

in NAMD involves two sets of parameters: structural and elec-

trostatic. The structural parameters preserve the structure of

the molecule and include parameters for bond length (BL),

bond angle, dihedral angle and improper dihedrals. The elec-

trostatic parameters include atomic PC and van der Waals

(vdW) parameters between certain atomic types. The contribu-

tion from electrostatic forces and vdW forces are calculated

explicitly up to a cutoff distance. We adopted the default

Table 1. Calculated PC (electrons) and number of HB in Region I for each amino acid in three models.

Amino
Acid Seq. # Polar Charged Nonpolar

Model 2a #
of HB

Model 2b #
of HB

Model 3 #
of HB

Model 1
DQ*

Model 2a
DQ*

Model 2b
DQ*

Model 3
DQ*

GLY 1 X 2 0 2 20.082 20.019 20.092 0.692
PRO 2 X 0 1 0 20.008 20.014 0.007 0.016
MET 3 X 0 0 1 0.011 0.016 0.063 0.001
GLY 4 X 1 0 1 0.001 20.003 0.020 0.009
LEU 5 X 2 0 2 20.027 0.040 20.008 0.001
MET 6 X 1 0 1 0.010 0.015 0.024 0.043
GLY 7 X 1 0 2 0.004 0.002 0.008 0.006
PRO 8 X 2 1 2 0.019 0.076 0.053 0.059
ARG 9 X 5 2 6 20.024 0.110 0.098 0.836
GLY 10 X 1 0 2 20.021 0.015 0.017 0.027
PRO 11 X 1 0 0 0.050 0.135 0.034 0.103
HYP 12 X 3 1 3 20.007 0.007 0.027 0.027
GLY 13 X 1 1 1 20.005 20.043 0.053 20.050
ALA 14 X 2 0 2 0.018 0.070 0.052 0.048
ALA 15 X 2 1 2 20.018 0.049 0.000 0.044
GLY 16 X 1 0 2 20.005 0.048 20.001 0.035
ALA 17 X 1 0 1 0.006 0.063 0.033 0.106
HYP 18 X 3 1 3 20.003 0.029 20.010 0.043
GLY 19 X 0 1 0 20.030 20.010 0.033 0.012
PRO 20 X 0 0 0 0.032 0.035 0.055 0.029
GLN 21 X 5 1 5 0.023 0.052 0.088 0.069
GLY 22 X 1 0 1 20.018 0.028 0.001 0.009
PHE 23 X 2 1 2 20.012 0.025 0.029 0.019
GLN 24 X 2 1 4 0.005 0.124 0.039 0.140
GLY 25 X 1 0 1 20.018 0.021 0.013 0.019
PRO 26 X 1 0 1 0.024 0.073 0.006 0.062
ALA 27 X 1 1 1 20.006 0.021 20.016 20.023
GLY 28 X 2 0 1 0.001 0.052 0.028 0.017
GLU 29 X 3 2 6 0.004 0.058 0.088 20.564
HYP 30 X 4 1 7 0.076 0.072 0.142 20.554
Totals 4 4 22 51 21 62 0.000 1.146 0.883 1.281

FULL PAPER WWW.Q-CHEM.ORG

684 International Journal of Quantum Chemistry 2016, 116, 681–691 WWW.CHEMISTRYVIEWS.ORG



values in the package, which are all available within the NAMD

package.

The electronic structure and bonding properties of the three

models are calculated using the orthogonalized linear combi-

nation of atomic orbitals (OLCAO) method. OLCAO is an ab-ini-

tio package developed in-house for the calculation of

electronic structure, bonding and physical properties applica-

ble to both crystalline and non-crystalline systems including

biomolecular ones.[42] The method is based on the density

functional theory (DFT) within the local density approximation

for exchange and correlation potential. It uses localized atomic

orbitals in the basis expansion where the radial part of the

basis function is expanded in terms of Gaussian-type orbitals.

The use of atomic orbitals makes the calculation of complex

biomolecular systems particularly efficient especially for the PC

and BO values. The method has been applied recently to a

large organic crystal,[43] a model of super-cooled water net-

work,[44] and an increasing number of complex biomolecular

systems.[45–47] It has also been used in the previous study of

the triple-helix model of collagen and the development of a

computationally efficient scheme called the AAPM applicable

to very large proteins.[23]

The use of atomic orbitals enables us to quantify intera-

tomic bonding and charge transfer efficiently and naturally.

We use the Mulliken scheme[48] to obtain effective charge (Q*)

on each atom:

Q!a5
X

n;occ

X

i

X

j;b

Cn!
i;a Sia;jb (1)

and BO qab between pairs of atoms, which is a quantitative

measure of the bond strength:

qab5
X

i;j

Cn!
ia Cn

jbSia;jb (2)

Here, i is a collective index for the principal and orbital

quantum numbers, a and b designate different atoms in the

model, and n represents energy levels (band index in inorganic

crystals). C is the eigenvector coefficient of wave function and

Sia, jb are the overlap integrals. DQa 5 Qa
0 2 Qa* is the PC on

the atom a which is the deviation of charge or the charge

transfer from the neutral atom as a result of interatomic inter-

actions based on quantum mechanics. Hence, a negative PC

implies a gain in electron charge. The summation of all PC val-

ues of the atoms in an amino acid gives the PC for that amino

acid. The summation of BO values within each model gives

the total bond order (TBO). When normalized with the volume

of the cell, it gives the total BO density (TBOD), a single quan-

tum mechanical metric particularly useful for assessing internal

cohesion of complex crystals with well optimized cell

volume.[49]

It should be made clear that Mulliken scheme is basis

dependent and its calculation must be confined to a specific

method and a well-defined basis set. It is most effective when

a more localized minimal basis (MB) set is used. In the present

work, the PC DQa and BO values are calculated using a MB set

whereas for the self-consistent potential and the electronic

structure calculation, a full basis (FB) set is used. These are

carefully constructed and well-tested basis set for each atom

within the data base of the OLCAO package.[50,51] The MB con-

sists of the core orbitals of the atom plus the orbitals of the

valence shell and the FB has one more shell of the higher

unoccupied orbitals. As an example, the MB of atom sulfur S

consists of 9 atomic orbitals (1s, 2s, 2px, 2py, 2pz, 3s, 3px, 3py,

3pz) and the FB has 18 orbitals (MB plus 4s, 4px, 4py, 4pz, 3dxy,

3dyz, 3dzx, 3d2-y2, 3d3z2-r2).[51] Although there are other alterna-

tive methods to calculate PC and BO values, they are usually

limited to small molecules or simple crystals based on numeri-

cal evaluations on 3-dimensional mesh. Some of these

approaches used include numerically fitting the atom-centered

PCs from molecular electrostatic potential instead of directly

obtained from ab initio calculations on exact atomic geometry

used in our approach. Such methods are usually more onerous

and less efficient when applying to large complex

biomolecules.

Results and Discussion

PC and HB in model 1

In a closed and charge-neutral system, the net PC for the sys-

tem is zero but with different local PC values on each atom

due to charge transfer. The calculated PC on each atom in

model 1 is displayed in Figure 2. The 5 panels represent the 5

different types of atomic species (N, C, S, O, and H). The 374

atoms in the a2-chain are numbered sequentially as imple-

mented in the OLCAO method. As can be seen, all N and O

atoms have negative PC and all H atoms have positive PC. The

C atoms have positive or negative PC depending on their local

bonding configurations with the negatively charged C atoms

having a wider distribution. There are no positively charged C

atoms that have H atoms bonded to them except the c-C of

Phe(23) which is slightly negative and is bonded to three other

C atoms. The large distribution of negatively charged C is

related to the number of H atoms it bonds to. The more it

Figure 2. Calculated atomic PC for model 1.
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bonds to H, the more it is negatively charged. All H atoms are

positively charged with those bonded to O having higher posi-

tive charge than those bonded to N since the former is more

electronegative. The 2 S atoms from Met(3) and Met(6) have a

surprisingly small positive charge of 0.045 and 0.053, respec-

tively, which is very different from O even though they are

both from column VI of the Periodic Table. This could be due

to the fact that the 2 C atoms attached to S have PC of

20.500 and 20.700. By tracing the PC on atoms to the amino

acids they belong to, we find that the highest positive DQ

comes almost entirely from carboxylic carbons. The most neg-

ative DQ comes from the O atom of the C-terminal and c-O of

Hyp; the amine nitrogen of the N-terminal, the terminal nitro-

gen of the Arg(9) side-group and Gln side-chains; the b-C of

Ala and e-C of Met. Overall, the most negatively (positively)

charged atom with DQ 5 20.874 (0.526) is from amine N-

terminal of Gly(1) [carboxylic C-terminal of Hyp(30)].

By summing up the atomic PC for all the atoms within a

given amino acid, we have the PC for each of the 30 amino

acids in model 1. These are listed in Table 1 and shown in Fig-

ure 3 (which also include the results for model 2 and model 3

to be discussed later). Table 1 indicates which amino acids are

polar, charged, or nonpolar as classified according to refer-

ence.[41] However, in models 1 and in model 2, the charged

sites are made charge neutral in our calculation, hence they can

be considered as polar. Of the 30 amino acids listed in Table 1,

half are positively charged and half are negatively charged. In

model 1 for the neutral isolated a2-chain, none of the amino

acids have any significantly large PC. Gly(1) at the N-terminal

has the largest negative PC of 20.082 electron and Hyp(30) at

the C-terminal has the largest positive PC of 0.076 e2.

The 4 polar and 4 charged amino acids in the a2-chain of

model 1 are the N-terminal Gly, C-terminal Hyp, two additional

Hyp, Arg, Glu, and two Gln. The remaining 22 nonpolar amino

acids (Gly, Met, Pro, Ala, Leu, and Phe) make up the 30 amino

acids in a2-chain. They are all initially assumed to be charge

neutral. Thus, the ratio of nonpolar to polar amino acids in

model 1 is 11:4. Table 2 lists the charge transferred to charged,

polar, and nonpolar amino acids for all models, as well as the

total BO and the number of HBs of these groups for models 2

and 3 (to be discussed below). The total charge on the polar

plus charged and nonpolar amino acids in model 1 are equal

and opposite, or 20.008 and 0.008, respectively, which is con-

sistent with the fact that model 1 is charge neutral.

We have calculated the BO values for the H-bonding in all

three models according to eq. (2). Since Model 1 contains no

water molecules, any HB in model 1 are weak intra-molecular

HB with large O"""H or N"""H bond distance larger than

0.24 nm. We will discuss it in comparison with the solvated

model 2 in the following subsection.

PC and HB in model 2a and 2b

Model 2 is the solvated model with 152 water molecules.

Although the overall net PC of the system is zero, we found

that the protein transfers 1.146 electron (e2) charge to water

molecules. This is consistent with our recent finding in the

case of the solvated model of doxorubicin, which also shows

that the molecule transfers charge of 0.123e2 to the water

molecules.[52] In Figure 4, we display the calculated PC of all

atoms in model 2. The PC for O and H from water molecules

are included and shown in separate panels. As can be seen,

the PC for O (H) in water molecules are more negative (posi-

tive) than those in the a2-chain. The PC in the solvated model

2 vary little compared to those of model 1 except in those

cases where the water molecules are close to some particular

amino acids, mostly the carboxylic carbons and some H atoms

in water molecules. The highest PC are 20.849e2 in N-

terminal Gly(1) and 10.579e2 in C-terminal Hyp(30), respec-

tively. The corresponding values in model 1 are 20.874e2 and

0.526e2. Thus part of the solvation effect is to reduce PC from

the highest partially charged N and O atoms on the terminal

amino acids.

The PC for each amino acid in model 2 is listed in Table 1

and illustrated in Figure 3. It can be seen that there are now

fairly large variations in DQ from model 1 with some amino

Figure 3. Calculated PC on each amino acid in models 1, 2a, and 3.

Table 2. PC and protein-water HB totals for BO and number of HBs for polar, nonpolar, and charged amino acids for Regions I, II, and III including N"""H
and O"""H HBs only.

Model 1 Model 2a (Model 2b) Model 3

Amino Acid type # of Amino Acids Total PC Total PC Total BO # of HBs Total PC Total BO # of HBs

Polar 4 0.017 0.213 (0.144) 0.312 (0.152) 14 (10) 0.279 0.374 15
Nonpolar 22 0.008 0.717 (0.503) 0.710 (0.346) 26 (19) 0.591 0.681 27
Charged 4 20.025 0.219 (0.236) 0.305 (0.158) 19 (9) 0.410 0.669 21
Total 30 0 1.146 (0.883) 1.328 (0.656) 59 (38) 1.281 1.725 63
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acid PC changing sign due to the presence of water mole-

cules. Gly(13) is the most negatively charged amino acid

(20.043 e2) and Pro(11) is the most positively charged amino

acid (0.135 e2). There are now more highly positively charged

amino acids such as Arg(9) (0.110 e2) and Gln(24) (0.124 e2).

This large shift towards high positive charge is due to the

transfer of electrons to the nearby water molecules. Figure 1

also shows the positions of the water molecules relative to the

affected amino acids in the protein and their PC. The sum of

amino acid PC of charged, polar and nonpolar amino acids are

listed in Table 2. All these groups lose electrons to water

molecules.

The main purpose for constructing model 2b described in

the last section is to estimate the variation in PC distribution

on amino acids due to different distribution of water mole-

cules. They are illustrated in Figure 5 and listed in Tables 1

and 2. Due to presence of a different number of water mole-

cules, their positions and orientations relative to the peptide

structure, the PC on amino acid PC are altered. The most

negative and positive charged amino acids are now the Gly

(1) N-terminal (20.092e) and Hyp (30) C-terminal (0.142e),

respectively, at the ends of the peptide rather than near the

middle as in model 2a. The other two most highly charged

amino acids are Arg (9) (0.098e) and Gln (21) (0.088e). The

overall charge of model 2b is 0.883e, which is less than in

model 2a (1.146e). Part of these is due to less number of

water molecules in model 2b. In Table 2, we see that the

charged amino acids groups are more positively charged in

model 2b than in model 2a, but that the polar and nonpolar

amino acid groups are equally less positively charged. On the

whole, we conclude that the charge transfer from protein to

water molecules can vary in magnitude depending on their

distribution, but the qualitative features remain the same as

can be seem in Figure 5.

By feeding back the ab initio PC calculated from OLCAO

method for all atoms instead of using the default values into

the NAMD package, we can investigate the changes in the sta-

bility of the structure of the protein model. It should again be

made crystal clear that the purpose of this test is to demon-

strate the effect of using more accurate PC from ab initio cal-

culation and not to address any issues related to the

nonequilibrium structure of our peptide model. The result of

our test is shown in Figure 6. First, the minimized model 2a is

slowly heated from 0 to 300 K over 300 ps. Next, an NPT MD

simulation for 10ns is performed using either NAMD or OLCAO

atomic PC of model 2a. The result for root mean square devia-

tion (RMSD) versus the MD steps over the 10 ns run is shown

in Figure 6a. The RMSD is defined using the first time step t1

as a reference according to eq. (3) below where Na is the num-

ber of a carbon atoms in the backbone of the model, tj is the

time step and ra(tj) is the position of atom at time tj.

RMSDaðtjÞ5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNa

a51

ðraðtjÞ2raðt1ÞÞ2

Na

vuuuut
; (3)

It is clear that the average of the two types of the NAMD

runs are similar after sufficient long steps but the use of

OLCAO PC has less fluctuations than using the default PC.

This is particularly true in the initial region of up to 3 ns. The

use of default charge has RMSD fluctuating around 5 Å

whereas the use of OLCAO PC fluctuates around 9 Å and

both stabilize around 9 Å. This can be interpreted that the

later represent a more stable structure.[53] This conclusion is

further supported by the 2D map of the relative free energy

obtained from Weighted Histogram Analysis Method (WHAM)

scheme[53] as a function of collective variables of RMSD and

radius of gyration (Rg), which is an indicator of protein struc-

ture compactness.[54] These are shown in Figures 6b and 6c

for using the default PC and the OLCAO PC, respectively. It

can be seen that in Figure 6b, there are showing two sepa-

rate regions of lower free energy indicative of a less stable

structure.[53] The same plot using the OLCAO PC (Fig. 6c)

shows only 1 region of lower free energy hence a more sta-

ble structure. Thus our test calculation indicates that the use

of quantum mechanically derived PC from OLCAO in the

NAMD code could potentially improve the accuracy of

dynamic studies in large proteins.

We now focus on the discussion of the HB in the solvated

model 2, which is an important subject recognized by many

but seldom discussed in a quantitative manner. We have
Figure 5. Comparison of calculated PC on amino acids of models 2a and
2b.

Figure 4. Calculated atomic PC for model 2a.
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previously studied a HB network in a model of super-cooled

water using the same computational procedure.[44] The BO val-

ues are calculated according to eq. (2). Figure 7 shows the

plot of bond BO vs BL for HBs in model 2. The distribution of

the HBs can be roughly divided into three regions with differ-

ent ranges of H BL: region I (BL< 0.21 nm), region II (0.21

nm< BL< 0.27 nm), and region III (BL> 0.27 nm). To fully

understand the contribution from different types of HBs

(water-water, protein-water, protein-protein), we categorize the

HB into 10 types as shown in the inset of Figure 7, which

reveal the following interesting facts:

a. In region I, the HBs are from: (1) between H in water and O

in protein, (2) between water molecules, (3) between O in

water and H in protein, plus from HBs between N in pro-

tein and H in water (highlighted). The distribution of BO

values of the HBs in (1), (2) and (3) are shown in histogram

plots in the inset [marked as (a), (b), and (c) of Figure 7. It

is apparent that the majority of the HBs are O"""H and H"""O
in region I (case (2)] with a near Gaussian distribution with

maximum centered at BO %0.025. The HBs in the other two

cases (1) and (3) are much less in number with HB between

H in water and O in protein having a near-normal distribu-

tion, and the HBs between O in water and H in protein

having much weaker BO.

b. There are relatively few HBs in region II. Their BO values are

generally <0.015.

c. In region III with larger BL, there are many HBs, mostly

from those involving atoms from the a2-chain. Although

the BO values in region III are small, the preponderance of

their numbers indicates their contribution to total BO is not

negligible, and may affect the stability of the peptide

structure.[23]

d. There are a few isolated HBs involving N, S and H from the

protein to water molecules. Of particular significance is the

three HBs between N to H in water in region I (high-

lighted). As a matter of fact, the highest BO for HB is from

N"""H in Arg(9) with a BO of 0.063.

e. We have noticed that individual polar and charged amino

acids have more HBs than the nonpolar amino acids as

listed in Table 1, with the exception of the N-terminal

Figure 7. BO versus BL for HB in model 2a. Different symbols and colors
are used to represent different types of HBs. HBs related to N atom in
region 1 are marked by arrow. The inset shows the histogram distribution
of BO values for HBs in region I: a), b), and c) correspond to the three
cases of HBs described in the text.

Figure 6. a) Plot of RMSD deviation of the carbon backbone for model 2a
using the default PC in NAMD (black) or the OLCAO PC (red) in a MD time
simulation of 10 ns in steps of 2fs. b) Plot 2D-map of the relative free energy
(in unit of kcal/mol) as a function of gyration (Rg) and RMSD for the case of
using default NAMD PC showing 2 separate regions of lower free energy
indicative of a less stable structure. c) Same plot using the OLCAO PC show-
ing only 1 region of lower free energy hence a more stable structure.
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Gly(1), which has only 2 HBs. We also note that nonpolar

amino acids have stronger HBs than those in polar or

charged amino acids, and that there are more HBs from

nonpolar amino acids as a whole. Since the charged amino

acids in model 2 are protonated or deprotonated to be

charge-neutral, they are also considered as polar amino

acids. By grouping the polar and charged groups together,

we note they form more HBs collectively but with smaller

total BO than the nonpolar group.

To facilitate a more focused discussion on the nature of HB

involving water molecules in both model 2 and model 3, we

list the average BL, total BO, average BO and number of HBs

for the stronger HBs involving water molecules In Table 3.

PC and HB in model 3

Model 3 includes the protonated and deprotonated charged sites

and with surrounding water molecules. Our calculation shows

that the protein molecule transfers 1.281e2 to the water, which is

slightly more than in model 2 (1.146e). Other than the protonated

and deprotonated sites, the atomic PC are similar to model 2 (not

shown here) and the various atomic species of N, C, O, H, and S of

model 3 all have atomic PC values that cluster into groups of

higher or lower values corresponding to the local bonding con-

figurations. Compared to model 2, the N of Arg(9) and Gly(1)

have PC of 20.125e2 and 20.116e2, respectively, whereas for

the O of Glu(29) and Hyp(30), the PC are 0.113e2 and 0.126e2,

respectively. Other atoms close to these 4 sites also have PC

changed but less significantly. At the amino acid level, Figure 3

shows that Gly(1) (DQ 5 0.692e2), Arg(9) (DQ 5 0.836e2), Glu(29)

(DQ 5 20.564e2), and Hyp(30) (DQ 5 20.554e2) are the most

significantly partially charged ones and have to be marked off-

scale. The other amino acids with large PC are similar to model 2

except Ala (17) (DQ 5 0.106e2). Thus, the protonated/deproto-

nated amino acid sites in model 3 have the largest PC in the pres-

ence of surrounding water molecules. They are most likely to

interact with ions that are close to them.[54] The PC values for

each of the 30 amino acids are also listed in Table 1.

Referring to Table 2, the total PC of the polar amino acids

increases from 0.213e2 in model 2 to 0.279e2 in model 3. The

charged group also increases in positive PC from 0.219e2 to

0.410e2. However, a large portion of the PCs of these charged

sites are mostly cancelled out in the summation. Convention-

ally, the sum of these charged sites is thought of having a

zero net charge,[41] but here they sum up to 0.410e2. The

nonpolar amino acids decrease significantly in total positive

PC. This indicates that the protonation/deprotonation of par-

ticular charge sites have only a modulatory effect on the

charges of other amino acids.

To show the effect of protonated/deprotonated sites on

amino acids, we show in Figure 8, the comparison of amino

acid PC on the solvent excluded surface (SES) for models 2

and 3 in two different scales. The top portion (a) and (b) are

on a reduced color scale and the bottom portion on (c) and

(d) on the full color-scale. The PC on the charged sites in (b)

are blackened out since they are off the scale. On the reduced

scale, the differences in amino acid PC of polar and nonpolar

sites between the two models can be easily visualized. For

example, in Ala(17) [near the middle section in (b)], there is a

more bluish or higher positive PC in model 3 while near the

right, C-terminal end Ala (27) changes to light reddish indicat-

ing a slightly negative PC. The IEP of a protein is the location

where the net charge is zero. Its experimental determination

depends on pKa value of the protein. How to use the changes

in PC due to the protonation/deprotonation effect is a chal-

lenging task since direct calculation of pKa values on large

protein is unfeasible. This is a long sought but still unreach-

able goal of protein biophysics.

The distribution of HBs in model 3 with a similar break

down into different types and in various regions as in model 2

is presented in Figure 9. In model 3, the HBs at the charged

sites become shorter and stronger overall. The main difference

is that there are no longer any N"""H HBs in region I. Appa-

rently, the extra H bonded to these nitrogenous sites where

the N"""H HBs locate are now replaced by protein-H and

water-O HBs with longer BL as highlighted in region II of Fig-

ure 9. Similar to Figure 7, we display the distribution of HBs in

region I for model 3 for three different groups of HBs in the

inset. These distributions of HBs in region I are slightly differ-

ent between model 3 and model 2, accentuating the effect of

protonation/deprotonation on the HB distributions. In particu-

lar, the middle panel (b) for HB distribution between water

Table 3. HB statistics for models 2a and 3.

Water (H)-
protein (O)
Red down

triangle

Water (O)-
water (H)

Red open square

Water (O)-
protein (H)

Green up triangle

HB result Model 2a Model 3 Model 2a Model 3 Model 2a Model 3

BL avg 1.825 1.790 1.988 1.993 1.999 1.980
BO total 0.955 1.262 3.130 3.055 0.318 0.463
BO avg 0.027 0.029 0.022 0.024 0.017 0.023
Number of HBs 35 43 140 126 18 20

Figure 8. Plot of PC on the solvent-excluded surface of amino acids in a2-
chain in two different scales: a) and b) are for model 2a and model 3 in
smaller scale. The blackened areas are for protonated and deprotonated
amino acids, which are off-scale. c) and d) are for model 2 and model 3 in
larger scale.

FULL PAPERWWW.Q-CHEM.ORG

International Journal of Quantum Chemistry 2016, 116, 681–691 689



molecules is reduced in number and of less Gaussian type dis-

tribution. The HB BO values for both the charged and polar

amino acids are listed in Table 2. Collectively, the polar and

charged groups have larger total BO compared with model 2,

and less total BO for the nonpolar group. However, only the

charged groups have a significantly larger total BO.

It is interesting to note that within the same polar amino

acid type [Gln(21) and Gln(24)] can have different PC in models

2 and 3 with Gln(24) being significantly more charged. Gln(21)

has more HBs in model 2 but they are almost equal in model

3. However, the number of water molecules surrounding

Gln(21) is still greater than Gln(24) and this may account for

the lower PC. It appears that HB alone cannot account for the

solvation effect but the number of surrounding water mole-

cules near the amino acid should also be taking into account

as demonstrated in the comparison between model 2a and

2b, since PC is influenced by the local environment of the

amino acid.

Conclusions

We have studied the electronic structure and H-bonding in

three models of a peptide derived from the a2-chain of the

collagen: dried, solvated and with protonated/deprotonated

sites. Quantitative results and critical analysis of PC on the

amino acids and distribution of H-bonds in these three models

are presented and discussed. We find that a significant charge

transfer of more than one electron from the protein to the

water occurs, giving the protein an overall net positive charge.

The amount of charge transfer depends upon, to a large

extent, the number of water molecules included in the simula-

tion and their local distributions and orientations. A similar sit-

uation exists for the model where there are charged sites due

to protonation and deprotonation of dissociable amino acids.

The PC on specific amino acids identified as charged, polar,

and nonpolar are obtained from atomic PC and their linkage

to the solvation effect is assessed, yielding a direct evidence

that the interaction with the aqueous solvent affects the PC of

amino acids significantly and essentially, mostly on polar and/

or charged amino acids. The importance of the vicinal solvent

has been argued for many years based on thermodynamic

measurements[55] and therefore the connection with the

microscopic picture is thus highly desirable. Large PCs for the

protonated or deprotonated charged sites are observed as

expected, and they dominate the overall charge properties of

the biomolecule. They should certainly play a significant role

in protein interactions with various ligands and in helping the

identification of the IEP of solvated proteins. This is illustrated

by plotting the PC on the solvent excluded surface of the sol-

vated a2-chain model with and without the protonated/depro-

tonated sites.

Quantitative analysis of the HB in the three models of

increasing complexity are carried out by plotting the calcu-

lated BO values versus BL for different types of atom pairs in

water-water, water-protein, and protein-protein. It is shown

that the main contributors are HBs from water-water and

water-protein pairs with a large spread in the BO values and

with BL <0.21 nm. The specific changes in the HB distribution

in three different models are discussed in detail. The stronger

HBs between the protein and the water molecules mostly

involve the H atom in the water and the backbone carboxylic

O from nonpolar amino acids. There is an increase in HBs due

to protonation/deprotonation for polar and charged amino

acids with a concomitant increase in their BO values. For the

nonpolar amino acids, they may increase or decrease in the

HBs and their total BO values. A lose connection between PC

and HB can thus be made in the sense that nonpolar amino

acids that form no HBs have the smallest PC and vice versa.

Nonpolar amino acids that form no HBs have the smallest PC

and strongly polar amino acids have the highest PC.

The main conclusion of this work is that molecular details of

the aqueous solvent as well as the interaction between vicinal

water and protein solvent accessible surface at atomistic level

can be obtained from full quantum mechanical calculations.

While a full scale ab initio simulation of IEP and pKa values for

large proteins is computationally still out of research, ab initio

PC calculation on protonated and deprotonated models can

complement experimental measurements and in probing long

range electrostatic interactions in and between the biomole-

cules. We also demonstrate that accurate ab initio PC from

DFT calculations can be incorporated into NAMD package for

improved simulation results contingent upon the availability of

sufficient computing resources.

In dealing with solvation effect, there are generally two

approaches,[56,57] the explicit solvent model with include

explicit number of water molecules as we try to do in this

paper, and the implicit solvent model (or the continuum sol-

vent model) by treating water as a continuous medium having

average properties for the solvents surround the biomolecule

(the solute). The former is more rigorous and specific but com-

putationally very demanding since ideally, a large number of

solvent molecules may be required to get conclusive results.

The latter is more associated with the generalized Born model

in solving the Poisson-Boltzmann Equation in traditional bio-

physics theory.[58] Both models are facing some technical

Figure 9. BO versus BL for HB in model 3. The inset shows the histogram
distribution of BO values for HBs in region 1.
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difficulties and uncertainty in the justification using some

parameters and simplification.[57] Only the explicit solvent

model can directly address the HB but has difficulties with

hydrophobic effects. These are certainly nontrivial issues but at

the frontiers of the biophysical research. Our work could be a

significant step forward in using the explicit solvation model

in modern computation biophysics research.
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