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Field theoretic description of charge-regulation interaction
Nataga Adzi¢!, Rudolf Podgornik®

! Department of Theoretical Physics, JoZef Stefan Institute, Ljubljana, Slovenia, natasa.adzic @ijs.si
2Department of Theoretical Physics, JoZef Stefan Institute, and Department of Physics, Faculty of Mathematics and
Physics, University of Ljubljana, 1000 Ljubljana, Slovenia , rudolf.podgornik @fmf.uni-lj.si

In order to find the exact form of the electrostatic interaction between two proteins with dissociable charge groups
in aqueous solution, we have studied a model system composed of two macroscopic surfaces with charge dissociation
sites immersed in a counterion-only ionic solution[1]. We introduced a surface free energy corresponding to a simple
model of charge regulation. Charge regulation is an old concept refering to the case, where the effective charge
on a macroion, e.g. protein surface, responds to the local solution conditions, such as local pH, local electrostatic
potential, salt concentration, dielectric constant variation and the presence of other charged groups. While in nanoscale
interactions one often assumes constancy of surface macroion charge [2],in fact the charge state of the dissociable
groups on the macroion surface always depends strongly on the acid-base equilibrium that defines the fraction of
acidic (basic) groups that are dissociated and requires to be consistently included in any theoretical formulation . Due
to it , we derived a theory, starting from the field-theoretic representation of the grand canonical partition function.
It is evaluated within the mean field approximation giving the Poisson-Boltzmann theory with the Ninham-Parsegian
boundary condition [3]. Gaussian fluctuations around the mean-field are then analyzed in the lowest order correction
that we calculate analytically and exactly, using the path integral representation for the partition function of a harmonic
oscillator with time-dependent frequency. Our general result gives attractive, long-ranged, fluctuation interaction
which depends on the pH of the solution. The obtained attraction can overcome mean filed repulsion when the
surfaces reach their point of zero charge (PZC). Taking the proper limits, our result reduces to the zero-frequency
van der Waals term, but also gives the correct Kirkwood-Shumaker result [4]-[5], which opens up the possibility to
investigate the Kirkwood-Shumaker interaction in more general contexts where their original derivation fails.

Figure 1: Graphical representation of the model: two charged planar surfaces with charge dissociation sites distributed
uniformly along the surfaces and with counterions between the surfaces. The counterions originate from the charge
dissociation of the dissociable groups (AC) through the reaction AC <+ A~ +C™.

This work was supported by program P1-0055 of the Research Agency of the Republic of Slovenia.
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Spin-based description of water in models of biological macromolecules

Artem Badasyan'

! Materials Research Laboratory, University of Nova Gorica, Nova Gorica, Slovenia, artem.badasyan@ung.si

When describing the peculiarities of H-bond formation between water and biopolymer repeated units under the
assumptions that: a) the interaction is short ranged; b) external conditions (P, T) are far from water critical points and
are limited to physiological range, it is possible to offer a limited description of water in terms of Potts spins. Though
limited, it allows to achieve a qualitatively correct description of reentrance in the phase diagrams of biopolymers
(protein folding, helix-coil transition or DNA melting). Since it is very simple, it allows a direct summation over
solvent degrees of freedom, resulting in a renormalization of spin-spin interaction energy (coupling), which becomes
temperature-dependent as a result (see, e.g. [1]). Using the exact form of this transformation in simulations is very
promising. On the example of a hard-sphere polymer model with square-well potential we obtain the results that
are qualitatively similar with studies of a much more complex computational models reported from the Debenedetti
group [2]. Our approach can reproduce the observed cold and heat denaturation (as in Fig 1), but at a much smaller
computational cost.

0.01 0.1 1 10
Temperature

Figure 1: Average energy vs temperature, with the recalculated effect of water. Initial curve for hard sphere pentamer
chain is shown in black, values of polymer-solvent interaction energy are shown.
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A self-organized method for risk perception in epidemic spreading on
multiplex networks

Franco Bagnoli, Emanuele Massafo

IDepartment of Physics and Astronomy and CSDC, Universiasénce, Firenze, Italy. Also INFN, sez. Firenze.
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In this paper we study the interplay between epidemic sjmgahd risk perception on multiplex networks. The
basic idea is that the effective infection probability ifeafed by the perception of the risk of being infected, which
we assume to be related to the number of infected neighbsisitraduced in Ref. [1]. We re-derive the previous
results using a self-organized method, that automaticags the percolation threshold in just one simulation. We
then extend the model to multiplex networks considering feple get infected by contacts in real life but often
gather information from virtual social networks, that mayduite different from the real ones. The similarity between
the real and virtual networks determine the possibilitytopping the infection for a sufficiently high precautionéév
if the networks are too different there is no level of pre@autapable of stopping the epidemics.

We are interested in studying numerically the dependendbeotpidemic threshold on the parameters of the
model. The determination of a percolation threshold is nedsy task to be automatized. We extend a self-organized
formulation of percolation phenomena [2] that allows toasbthis threshold in just one simulation (for a sufficiently
large system).

This work was supported by the INFN experiment PIECES.
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Correlation between economic inequality and mobility
in Kinetic models for social sciences

Maria Letizia Bertotti', Giovanni Modanese?

! Faculty of Science and Technology, Free University of Bozen-Bolzano, Italy, marialetizia.bertotti@unibz. it
2 Faculty of Science and Technology, Free University of Bozen-Bolzano, Italy, giovanni.modanese @unibz.it

Statistical evaluations of the economic mobility of a society are more difficult than measurements of the income
distribution, because they require to follow the evolution of the individuals’ income for at least one or two generations.
Correspondingly, in micro-to-macro theoretical models of economic exchanges based on kinetic equations, the in-
come distribution depends only on the asymptotic equilibrium solution of the equations, while mobility estimates also
involve the detailed structure of the transition probabilities of the model, and are thus an important tool for assessing
its validity. Since empirical data show a remarkably general negative correlation between economic inequality and
mobility, whose explanation is still unclear, it is particularly interesting to study this correlation in analytical models.

In our papers [1, 2, 3, 4, 5], a class of models is formulated for the description of the micro-processes of money ex-
change, taxation and redistribution in a closed market society, which are expressed by systems of differential equations
of the kinetic discretized-Boltzmann kind. While traditional treatments of these and related subjects in mainstream
economics rely on the assumption of a representative rational agent, our approach fits in with a complex system
perspective. Society is described as an ensemble of individuals divided into a finite number of income classes; the
individuals exchange money through binary and ternary interactions, leaving the total wealth unchanged. The ternary
interactions represent the taxation and redistribution process: they express the subtraction, in correspondence to each
binary transfer, of an amount whose percentage (tax rate) depends on the income classes of the individuals involved in
the interaction; and they define the redistribution (also weighted according to a means-tested welfare system) of this
amount to all other individuals. The frequencies with which the interactions occur as well as other parameters can be
tuned so as to provide a probabilistic representation as realistic as possible. For instance, we can fix the probability
that in an encounter between two individuals the one who pays is the rich or the poor, we can postulate that the ex-
changed amount depends on the income classes according to a variable saving propensity, etc. We show the emergence
from the interplay of the individual interactions of observable collective patterns like the income distribution curve.
Indeed, all computational simulations suggest that after a sufficiently long time the solution of the equations reaches
an equilibrium state corresponding to an income distribution, which depends on the total wealth and on the interaction
parameters, but not on the initial distribution and which exhibits fat tails as do the real world ones.

We investigate the behavior of the Gini inequality index in dependence on several parameters: saving propensity,
taxation rates gap, tax evasion rate, welfare means-testing etc. In particular, by analyzing the dependence of mobility
from the same parameters, we can check its intrinsic correlation with inequality. Our findings confirm that the correla-
tion is negative and highlight interesting relationships between the indicators of the phenomena under consideration.
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Detrending Moving Average Algorithm:
a Non-Random Walk through ComplexSystems Science

Anna Carbone

Politecnico di Torino, Torino, Italy and ISC-CNR, Unita Wersita “La Sapienza” di Roma, Italy;
{anna.carbone @polito.it}

Time series are a tool to describe biological, social ancheetc systems in one dimension, such as stock market
indexes and genomic sequences. Extended systems evoldngpmace, such as urban textures, World Wide Web and
firms are described in terms of high-dimensional randontsires. A short review of the Detrending Moving Average
(DMA) algorithm is presented. The DMA has the ability to gtifntemporal and spatial long-range dependence of
fractal sets with arbitrary dimension. Time series, prefdad surfaces can be characterized by the fractal dimension
D, a measure of roughness, and by the Hurst exponent H, a meafslong-memory dependence. The method, in
addition to accomplish accurate and fast estimates of #adr dimension D and Hurst exponent H, can provide
interesting clues between fractal properties, self-amgahcriticality and entropy of long-range correlated ssupes.
Further readings a0and tips about the DMA algorithm at wwlitg.it/noiselab
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Zipf’s law and a scaling law, in texts and in music
Alvaro Corral

Centre de Recerca Matematica, Barcelona, Spain {acorral@crm.es}

Zipf’s law is considered one of the key statistical regularities of human language. We show that, in general, Zipf’s
power law does not hold for the whole domain of word frequencies, but only for the upper tail, i.e., for the most
common words. On the other hand, the distribution of word frequencies changes with the size of the text in such a way
that it scales with the size of the text and the size of the vocabulary; this means that the shape of the distribution does
not change with system size, only its scale changes, providing a recipe for the proper comparison of texts of different
size [1], see figure. The distinction between the terms “power law” and “scaling law” is fundamental here. A second
part of the talk will be devoted to the extension of Zipf’s law to music, drawing parallelisms and differences with texts.
The construction of music code-words from the chords defining the pitch in modern popular music reveals the validity
of Zipf’s law in this case. This law has kept stability for the last 50 years, although other characteristics of music have
shown an evolution that seems to indicate a decrease of the complexity of music with time [2].

References

[1] F. Font-Clos, G. Boleda, and A. Corral (2013). A scaling law beyond Zipf’s law and its relation to Heaps’ law. New J. Phys., 15, 093033.
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Figure 1: Left: Probability mass function Dy (n) versus word absolute frequency n for parts of different size L of
the Spanish book La Regenta. Right: Same distributions with axes rescaled by L and by the corresponding size of
vocabulary V. The data collapse is the indication of the validity of the scaling law, so, Dy (n) = L~'V~!g(L~'n), with
g(x) the (unspecified) scaling function.
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Biomimicri As A Method For Developing Cognitive Agents

Bruno N. Di Stefano', Anna T. Lawniczak®
Nuptek Systems, Ltd., Toronto, Ontario, Canada, bruno.distefano@nupteksystems.com
Dept. of Mathematics and Statistics, University of Guelph, Guelph, Ontario, Canada alawnicz@uoguelph.ca

Anybody exposed to babies soon notices that they have a tendency to imitate individuals with whom they come into
contact. Indeed this imitative behavior is one of the earliest activities of babies. For instance, Meltzoff & Moore
reported an experiment in which “Newborn infants ranging in age from 0.7 to 71 hours old were tested for their
ability to imitate 2 adult facial gestures: mouth opening and tongue protrusion”, [1]. At least one of the
explanations of this early imitation for babies less then 3 days old is that it is instrumental, geared to better interact
with the care providers. It is also a general behavior of babies that can be observed across all cultures, Western and
non-Western, [1]. Indeed one can assume that a 71-hour-old baby has absorbed very little or no culture. Later on,
when babies begin to grow the use imitation to evaluate the consequences of actions, e.g. if a behavior or action and
its consequences are rewarding, the child is very likely to imitate the same behavior or action, otherwise will stay
away from it, [2], [3]. It is conceivable that both animal and human knowledge and behavior may include a
concatenation of: “observation”, “evaluation”, “imitation”, “evaluation”, and “learning”. Once the results of certain
behavior have been shown to be good or bad, this information becomes part of what has been learned. Once a
sufficient number of lessons have been learned, all these lessons become part of the animal or human toolbox to
navigate through life. This is only a simplified view of the results of the studies of child development theorists, but
it is a simplified model that may explain in layman language what happens. This view could help to develop man-
made entities able to evolve independently in a way akin to what happens in nature. These man-made entities may
take the form of software programs, of small hardware devices (e.g. robots) or both. To avoid costly mistakes we
must model our man-made entities before we build them, [4]. For the purpose of modeling and simulation,
structurally and architecturally simple entities can be identified with autonomous cognitive agent, [4], [5], [6]. We
followed the philosophy of biomimicri because we believe that at various points in time natural evolution happened
because of the actions of entities unable to deal with crisp values and unable to express computationally complex
mathematical formulas, [7], [8]. We show how structurally simple agents can observe, evaluate, imitate, and
iteratively evaluate & imitate and, in so doing, act to their own survival and evolutionary advantage.

Acknowledgements
A.T. L. acknowledges partial financial support from NSERC of Canada. B.N. Di S. acknowledges full financial support from
Nuptek Systems Ltd.
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ETOS — domain specific language for discrete simulation
Jif{ Fiser!, Jif{ Skvra!
! Department of Informatics, Faculty of Science, University of J.E. Purkinje, Usti nad Labem, jf@jf.cz

Our project of domain specific language for event based discrete simulation ETOS (presented on Solstice
2013) has new goal — to become more universal platform for discrete simulation [1] by extension of SimPy
[2] core by a new layer. This layer supports user specifications of shared objects providing cooperative and
synchronization managers (i.e. not only competitive resource managers of classical queuing systems).

The new ETOS covers extended domain of usability for example multi-agent system simulations|3],
Markov chain representation and simulation of parallel (concurrent) tasks within software applications. The
new stage of ETOS system also uses upgraded syntax and semantics of our universal SIM-DSL language
with new flexible and comprehensible specification of simulation parameters (based on simplified JSON
objects embedded in XML attributes) and representation of oriented graphs in interconnected universal
Python library. The new version preserves main advantages of ETOS system — easier cooperation of teams
within simulation projects and high level of abstraction for end users.

e e 1
I'| MAS - simulated system

Extended shared objects

Standard entities I

User entity

Coalition 1

Set of

task Coalition 2

Active
agents

Interface

agent
g Coalition n

TT &

Executing task Final coalition

SIM-DSL simulation

Figure 1: Simulation of MAS in ETOS

The new support of extended shared objects is being tested in a simulation of coalition and alliance formation
in multi-agents system (see Figure 1, protocol defined in [4]). The results in real world simulation will be
presented.
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The richest 1% own nearly half of all global wealth. The richest 10% claim about 86% of global wealth, so that
90% of the world’s population live on a small rest.The inequity of wealth is a strong driving force in human history
and has been a central subject of economics [1, 2]. Studies of the connection between wealth and social behavior
are restricted to surveys or behavioral experiments, and are limited in number and scope. In this paper we use data
from the massive multiplayer online game (MMOG) Pardus (www . pardus . at), where people live a virtual life in
synthetic (computer game) worlds [3]. The essence of MMOGs is the open-ended simultaneous interaction of many
human players. Although all goods produced and traded are virtual, the economy as such is real: players invest time
and effort to produce, distribute, consume and dispose these virtual goods and services. Economical and sociological
data are easily accessible in virtual worlds, which has made them a natural field for research [4, 5, 6].
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Figure 1: Binned means of wealth-gain, i.e. wealth per total activity, as a function of properties of the trade network.
Color represents the logarithm of the wealth-gain, from blue (lowest) to red (highest), see color bar right. Empty bins
are white.

We find that the wealth distribution in Pardus has a similar shape like wealth distributions of ‘real’ countries, including
an exponential bulk and a power-law tail. The power-law exponent of Pardus is within the range of real-world power-
law exponents describing the moderately rich. The Gini index shows that wealth is slightly more equally distributed
in Pardus than in many Western industrial countries. We observe that the shape of the wealth distribution is stable.
We find that wealthy players organize in social groups and invest in their social reputation by constructive actions.
Analyzing the trade network, we observe that wealthy players trade with many others (Fig. 1A), while their trade
partners trade with fewer others (Fig. 1B), and hardly among each other (Fig. 1C). In the friendship and enmity
networks we see that the wealthy are well respected, and show animosity — if at all — only towards public enemies.
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In this work, the Associating Lattice Gas[1] in three dimensions is employed to simulate an structured solvent (like
water) in the presence of polar solutes. The model is defined in a body centered cubic lattice where each site can
be occupied by a solvent, a solute or remain empty. Solute and solvent interact attractively, while the solvent-solvent
interaction is made directional by bonding arms, mimicking hydrogen bonds. The system’s behavior was then obtained
via Monte Carlo simulations in the grand-canonical ensemble, where the densities can freely fluctuate. By setting the
coupling energies and the chemical potential of both, solute () and solvent (,,), the phase diagrams in the plane
temperature T versus U, were obtained. It was seem that, depending on the solvent-solute coupling (6) and on
several two and three phases coexistences are present[2]. These coexistences involves a) the gas (G) phase, with low
densities of both particles, b) the low density liquid phase, LDL (LDLs) with solvent structured in one sublattice and
low (high) solute concentration, c) the high density liquid (HDL) with solvent structured in both sublattices with low
solute concentration and d) the plane phase (LA) with intercalated planes of sites filled by solvent and solute.

(a) (b)

HDL
4
’A‘:‘
5
3.; N
04 LDL
1
I
,l
!
2+ /!
/
/
N~ 6
T T T -4 e B
0 0.5 1 1.5 2 0 0.5 1 1.5 2 2.5 3
T T

Figure 1: Phase diagrams: pure solvent (black) and solution (red). First (continuous lines) and second order transitions
(dashed lines) and the TMD (dotted lines). (a) 8 = —0.3 and y; = —0.2, (b) 6 = —1.1 and Yy = —6

In Fig. 1 we exhibit the phase diagram for low (a) and high (b) values of 6. LDL(s) is replaced by LA as 6 rises,
also changing the topology of the diagram by the insertion of a HDL-LA coexistence. The left shift in LDLs-G and
right shift in LA-G are the expected behavior for non-ideal solutions where solvent-solute interactions are weaker and
stronger, respectively, then solvent-solvent one.

This work was supported by Brazilian agencies CNPq under the grant 472210/2011-4 and INCT-FCx.
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DNA Sequencing by Discrete Dynamics DNA Elongation Monitoring
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The one of most popular problem in modern genetics, biology and medicine is determination of the primary
nucleotide sequence of the DNA of living organisms (DNA sequencing). This paper describes the label-free DNA
sequencing principle, based on the observation of a discrete dynamics of DNA sequence elongation phase. The label-
free DNA sequencing approach based on 4 solutions with different nucleotides (AINTP) concentration was proposed
in [1]. The DNA strand contains four types of dNTP: adenine (A), cytosine (C), guanine (G) and thymine (T).
Incorporation of nucleotides is performed under base pair rules, where, in DNA, G-C, and A-T (called complementary
dNTP ). The elongation reaction is driven by a type of enzyme, called a polymerase, which contains a reaction site. At
the reaction site, the polymerase sequentially incorporates dNTP into a growing DNA chain. The order of the dNTP in
the growing polynucleotide chain is governed by the DNA template and base pair rules. Also, there is the time elapses
between the incorporation of one nucleotide and the incorporation of the next nucleotide ("time delay") because, as
described above, incorporation do not occur simultaneously. Assuming a particular ANTP concentration, delays in
nucleotide incorporation are fairly uniform, with some variability depending on diffusion dNTP molecules to reaction
site. Thus, it is appropriate to speak of an "average incorporation delay". Therefore, depending upon reaction-specific
factors such as reaction temperature and the concentration of a given dNTP in the solution, a elongation phase for a
particular type of ANTP could have an average incorporation delay of a specific time.
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Figure 1: 2D cellular automata for DNA strand
growth modeling Table 1: Table with delay times for different solutions

When the concentration in the solution, for example, adenine, will be reduced (Sols), the "average incorporation
delay" for adenine incorporation is increasing, it will occur in DNA position with T-dNTP. The sample results for
test DNA sequence "TGCA" is shown at the Tab.1. Column contains delays for each position in the sequence, and
one raw for each experiment. Delay for complementary dNTP is above 6. So, particular solution type and detected
long delay can uniquely define dNTP type in particular position. The dynamical model for DNA elongation based
on a cellular automata (fig.1) was developed and studied by numerical simulation. The model describes diffusion
process in the nucleotides solution and based on Margolus neighborhood [2]. Each automata cell contains nucleotide
or can be empty. The model can simulate the elongation stage (growth strands of DNA) and dynamics of nucleotides
incorporated into rising DNA strand for given parameters of DNA replication process. The model allows to estimate
the "average incorporation delay" for different ANTP concentration in the solution. The paper presents estimates of
concentration and experimetns count for successful DNA sequencing. Estimates were obtained for different types
of DNA sequences. The limit values for number of copied DNA sequences for required probability of nucleotide
incorporation event detection and correct DNA sequence determination was obtained also.

This work was supported by Russian Federal Grant program of the Research and development of scientific and technological complex of Russia for
2007-2013 under the grant no.14.512.11.0087.
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Multi-strategy game as a complex system
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In this study we address how the Tangled Nature model of &oolary ecology [1] is related to evolutionary
game theory [2]. To do this we study replicator dynamics wittinctions and mutations[3]. We perform numerical
simulations of a game, where each player can play one of a laigber of strategies. The game is defined with a
payoff matrix whose elements are random numbers which caonitve or negative, with majority being zero. At the
beginning of the simulation we choose randomly a small nurobstrategies to be played. Reproduction of players
is done according to the replicator equation in which a smgbunt of mutations is introduced. In this way new
strategies can appear in the system. Additionally we intcedan extinction threshold; strategies with a frequency
less than this threshold are removed from the system. Thétiresbehaviour shows complex characteristics similar
to those of the Tangled Nature model (see Figure). The dywhas two types of phases: a quasi stable phase in
which the number of used strategies is more or less constdrtectic phases where creation and extinct of strategies
happens at a high rate. We conclude that the complex behawfadhe Tangled Nature model, which is in good
agreement with observations on ecosystems [4, 5], alssearfiom the game theoretic basis of the reflector dynamics.
Finally we investigate various lifetime distributions afiad fat tail distributions similar to those often observed f
real systems[6].
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Figure 1: Diversity of strategies in time. On y axes are alpbssible strategies in the system and the red dot indicates
that at the time step there is a non zero frequency of the @aygng this strategy.
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The Human Virtual Dynamics (HVD) have assumed a crucial moleodern societies, well beyond the expectations,
at least of politicians around the world. HVD relies on everteraction network over different, and typical, timessl
mediated by technological environments (i.e. web baseBystICT devices, etc). The social networks are rapidly inécg
the principal autoritas even for the "ethical" and "morafueation of people, as well as the places where the "opihions
the "credencies", the "beliefs", and sometimes the "wlsshee shaped and managed. In the latest decades discigtines
sociophysics and econophysics developed models to dedtwbbehaviour of humans, and human groups, in interaction
[1]. Nowadays the modern tools developed within the Infadioreand Communication Technology domain (ICT) allow a
new and very effective setting to both, standardized andat the sociophysical and sociopsychologycal models, tan
develop a radically new approach to study the human socramtycs. Moreover a "sociophysics of virtual human dynaknics
would allow to investigate the relation between the dynanaitcultures, societies and generally big communities pig
data analysis), with respect to the small group dynamias (éamilies, work and friends communities, etc.), assessin
the role of mesoscopic entities on the overall dynamicawiteed in social phenomena. In order to fill such a gap recent
sociophysical studies introduced cognitive elements aedhanisms [2]. Such kind of model to characterize the node’s
dynamics, and to keep into account explicitly the evolubbthe relations among people, coupled with the standariditen
of the state variable (e.g. opinion). To validate such apginave built an experimental framework to investigate thalbm
group dynamics, exploiting a web based application in otdeeach an optimal control of the experimental conditiomd a
artefacts [3]. The basical assumption of sociophysicesealn the dependency of the state of the node (i.e. or theddtiise
edges), to the interactions with the others (e.g. frequentdeled as particles’ collision). We started testing sugbhotesys
along different experimental conditions, studying theefffof the "external field", and of the nature of the task fazgthe
group, on the relation between the network of communicafien the contacts), the affinity among participants, arairth
opinion/state [4]. The results suggest that the correctagmh of the sociophysical theory, assessing how for a ghibet
small group dynamics without any external field (i.e. bamelondition), it is possible to predict the final affinitiev@ng
subject just considering the dynamics of their interacioommunication (without considering the content of thessages).
Introducing a first order perturbation of the external figld.(a frustrated minority game), we observed a decreasedrli
predictability of the final state of the community just cafesing the interactions [5]. Within this condition we verifiow
the analysis of the cliques characterizing the comunieatitwork, still allows to predict the stability/metastapiof the
network dynamics. Such a predictability decrease againefexternal field is perturbated introducing a polarizingido
for the discussion [6]. In this condition is possible to fetiow the complexity of the interaction (i.e. the content of
the messages) become relevant to predict the final stateecafytftem. Finally we validated our affinity opinion model,
comparing an empirical estimation of the model parameteith, the real cognitive characteristics (i.e. persondtitgtors)
of the participants [7]. Our data reveals an interestingaetation between one fundamental parameter of the modeaand
real features of the nodes’ cognitive system. Moreover dogbidata suggested a possible sligth modification of taedsrd
models, introducing a repulsion dynamics coupled with taeadard effect of attraction. Such a mechanism appears to
increase the forecasting efficiency of the model, and cglt tin the complex role of the contact network topology on the
typical regime dominating the human small group dynamics.
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Initially a 2d cell field of sizen x n is given that contains particles with four randomly distitdd colors. Each color
represents a certain property of the particle, like spierddtion. The task is to align the particles according to a
global objective function by moving agents. Particles camdarranged by magnetic fields [1] or laser beams [2]. In
[5] the objective was to align to the particles’ spins whick a the majority at the beginning. Here the objective
is to form horizontal or vertical strings as long as possi#ienorizontal string consists only df spins or only of|
spins, and a vertical string only e$, or < spins respectively. The idea is to optimize the condugtivithe array for
electrons tunneling through the array of magnetic cellschviaire separated by a thin non-magnetic layer. The effect
in mind is calledspin-dependent tunneliray giant magnetoresistandg8]. The string length count (a measure for the
conductivity) is increased by one if three spins in sequéraee the same direction which is orthogonal to the string’s
direction. First the capabilities of the agents (actionputs, number of control states) have to be defined, because
they decide on how effective the task can be solved at all. UBeel agents can perform 24 actions, combinations of
moving, turning and coloring. The agents can react on 9 iejuations, combinations of the own color, the color in
front, the own direction, and blocking cases. The agentsabior is determined by an embedded finite state machine
(FSM, algorithm) with 6 states only. For a givexx® field with 16 agents an FSM was evolved by a genetic procedure
based on mutation where the procedure was executed stepitlisan inreasing difficulty and an increasing number
of fields in the test set. It turned out that the task is diffitalsolve perfectly (maximum total string length count is
n(n—3)). A simulation example with evolved agents is shown in FigStarting from a random configuration, the
agents are able to increase the string length count, theestmhing a relative high conductivity. The whole system
including the agents was modeled by cellular automata.dimtiplementation of the system, the CA-w model (cellular
automata with write access) [4] was used in order to redueétiplementation effort and speed up the simulation.
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Figure 1: The initial field at timé = 0 is colored randomly. 16 agents are moving around, thengimng the colors
(4 spin directions) in a way that preferably long stringstef same color appear. The string coaribcreases with
time. Electrons can tunnel through the array more easilywthey are aligned as strings of parallel spins.
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Various hypotheses about the role of adult-born DG cells in hippocampal functions have been illustrated with simple
connectionist models, but it has been challenging to assess them quantitatively with accurate network models. Yet
such a quantitative assessment is critical, in view of the limited extent to which adult neurogenesis appears to occur
in normal ecological conditions. For example, it would seem farfetched to consider hypothetical mechanisms that
require, in order to be effective, a 50% turnover of granule cells every month, in a 1-year old rat.

A network model we have studied of the dentate gyrus as a spatial random pattern generator [1], based on the spa-
tial activity patterns observed with single unit recording [2], enables such a quantitative assessment of the impact of
adult-born dentate granule cells on the generation of CA3 spatial representations. The model shows that, given plau-
sible values of other parameters, the information encoded in rat CA3 representations is maximal when each CA3 unit
receives inputs from an intermediate number of DG units, around the value 50 reported by neuroanatomical studies.
In this regime, the CA3 units which participate in a new spatial representation are those that receive strong concurrent
inputs from at least (roughly) 2 DG units — effectively sampling the tail of the distribution of input strengths across
CA3 units. It follows that limited additional excitability in a relatively small proportion of new DG units can have an
enhanced effect, leading to distinct CA3 patterns of activity.

References

[1] E. Cerasti and A. Treves, How informative are spatial CA3 representations established by the dentate gyrus?, PLoS Comp Bio, 6(4):
e1000759 (2010).

[2] J.K. Leutgeb, S. Leutgeb, M.B. Moser, and E.I. Moser, Pattern separation in the dentate gyrus and CA3 of the hippocampus, Science, 315,
pp. 961-966 (2007).

6th Conference Discrete Models of Complex Systems

20



21

Discrete Models of Complex Systems
SOLSTICE 2014,

JoZef Stefan Institute

Ljubljana, Slovenia, June 22-25, 2014

Dynamical Phase Transition in the Ising model on Scale-Free Networks
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Dynamical phase transition (DPT) in the Ising model on scale-free (SF) networks under the influence of the oscil-
lating magnetic field [1] is studied by means of Monte Carlo simulations. The transition consists in the change of the
character of the hysteresis loop (the order parameter - magnetization weighted with node degrees - vs. the actual field)
from symmetric for the dynamically disordered phase to asymmetric for the ordered phase as the temperature or the
field parameters (amplitude or frequency) are varied. This work is an extension of Ref. [2], where this problem was
studied in the case of the Barabési-Albert network with the distribution of the node degrees P(k) o< k~¥ with y = 3;
here, a more general case of SF networks with ¥ > 2 is investigated. For networks with different numbers of nodes
N, approximate phase borders are obtained on a plane /4 (field amplitude) vs. T (temperature). As in the case of static
ferromagnetic transition, for 2 < y < 3 the critical temperature for the DPT increases with N, while for y > 3 there is a
distinct DPT with the critical temperature which can be obtained from the crossing point of the Binder cumulants Uy,
for different system sizes.

058 - 08 -
=25, 732 4= 510, =32
ol .—‘—‘ =1 000 3 [ ]
o—O—9 w=2000 4
0.6 4 +—+—+ w=s000
: ; SE—3¢—3{ w=10000
0.4 -
gk
=) <
0.2 -
01 i
{ 10
T
-0.2 - -0.8 -

Figure 1: Examples of the Binder cumulant Uy, as a function of themperature 7" for SF networks with different y

On the phase borders, second- and first-order DPTs occur, for the ranges of parameters separated by tricritical points.
It is shown that close to these points with increasing the system size the Binder cumulant changes its character from a
monotonically decreasing function of 7', which is a signature of the second-order DPT, to a function with sharp nega-
tive minimum, which is a signature of the first-order DPT. Hence, the position of the tricritical point is shifted toward
higher values of 7" and lower values of & with increasing N, i.e., the range of the critical parameters corresponding to
the first-order transition is broadened. This is in contrast with DPTs observed in the Ising model on regular lattices,
where in the thermodynamic limit the transition is always second-order.
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The orthodox models of economics and finance assume that systems of many agents are always in a quasi-
equilibrium state. This (conveniently) implies that the future evolution of the system is decoupled from its past and
depends only upon the exogenous (usually Brownian) forcing. However there are many human traits and societal in-
centives that can cause coupling between agents’ behaviours thus invalidating the averaging procedures underpinning
such equilibrium models.

We use an agent-based framework, based around the idea of moving thresholds [1], that can be used to test the
stability of equilibrium solutions to the presence of potentially dis-equilibrating endogenous effects. Each agent i is
in one of two states s; = 1 (ie bullish or bearish in a financial setting) and will occasionally switch between them.
The rules governing the switchings are easily capable of representing the findings of behavioural economics, perverse
incentives, or various technical trading strategies. Changes in the aggregated ‘average sentiment’ ¢ = ﬁ Z?il s; add
an extra endogenous term component into the dynamics. In the continuum limit M — oo this is represented by the
usual Itd SDE for the log-price p modified by an additional endogenous term

dp=adt+bdB+xdo,
The ratio x/b > 0 quantifies the relative strength of endogenous versus exogenous effects.

First we show that incorporating herding/contagion effects does indeed destabilize the usual Brownian asset pricing
model [2]. At plausible parameter values endogenous ‘boom-bust” dynamics are generated whereby a long and gradual
mispricing phase is abruptly ended by a cascading process [1]. The resulting fat-tailed price change statistics are
consistent with those observed in real markets.

Similar dynamics are observed when the contagion effect is replaced by a simple momentum trading strategy. Now
an agent who switched to state +1 at time * will change back to state —1 when the price falls by a specified amount
from its maximum since ¢* (as the agent now perceives a downward trend). Similarly, the agent will switch back to
state +1 when the price rises by a specified amount above the minimum since the latest switching. In this case it is
possible to treat the market as a network of Prandtl-Ishlinskii operators whose response function to any input can be
easily specified [3].

Under further mild assumptions the system in this second case can be rigorously analyzed — in particular the fat-
tailed distribution of price changes can be computed. Furthermore, there is a critical value of the parameter k beyond
which a system-wide cascade is guaranteed to occur.
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Autonomous robots are intelligent machines exhibiting a predefined behaviour, such that, once they are
deployed, they can perform tasks by themselves (autonomously), without human intervention, or if required
with minimal human intervention. For the purpose of modeling and simulation, structurally and
architecturally simple autonomous robots can be identified with autonomous cognitive agents. A cognitive
agent is an abstraction of an autonomous entity capable of interacting with its environment and other agents
[1, 2, 3]. With the goal in mind of possible hardware implementation, there is an obvious interest in
identifying the simplest possible architecture still capable of producing meaningful results for the desire
task. In this context we study a problem of defining autonomous cognitive agents capable of learning from
and adapting to their environment and providing results in a multi-agent setting. In the presented work we
develop cognitive agents, which we call naive creatures, able to operate in a multi-agent and multi-species
agent reality and capable of surviving by learning the dangers of the universe of the experiment and of
developing a simple strategy of survival, as a species. We present an extension of the works [4, 5]. We
describe our model of a population of autonomous simple naive creatures experiencing fear and/or desire
learning to cross a highway, and their experimental virtual universe. We investigate how these feelings and
creature mobility along a highway may affect the creatures’ ability to learn to successfully cross the
highway. We present selected simulation results and their analysis for various types of highways and
densities of car traffic.
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Two key factors determine the functioning of any complex system: interactions among the units and the topology
of inter-unit connections [1]. While detecting properties of interactions between two units/nodes is often achievable
with adequate experimental equipment, reconstructing the topology of a potentially very large real network is a more
challenging task, which typically requires domain-specific approaches [2]. On the other hand, theoretical reconstruc-
tion concepts are based on paradigmatic dynamical models such as phase oscillators [3], some of which have been
experimentally tested. We hereby propose a new method of network reconstruction from the dynamical time series,
relying on the novel concept of derivative-variable correlation. Using a tunable observable as a parameter, the recon-
struction of any network with known interaction functions is formulated via simple matrix equation [4, 5]. We suggest
a procedure aimed at optimizing the reconstruction from the time series of length comparable to the characteristic
dynamical time scale. Our method includes a way to reliably estimate the reconstruction precision, via errorbars as-
sociated with the link weights, as illustrated in Fig. 1. Our method is also robust to model error (mismatches in the
knowledge of the interaction functions) and observation errors (noisy measurements of the dynamical time series).
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Figure 1: Elements (link weights) of the original adjacency matrix for some dynamical network (circles), and the
best reconstruction obtained with our method (crosses). The the corresponding errorbars are shown. Model error and
observation error scenarios in (a) and (b), respectively.

Work supported by the DFG via project FOR868, by ARRS via program P1-0383 and via project J1-5454, and by Creative Core FISNM-3330-13-
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I shall briefly describe recent studies in our group of matdeal models for brain cooperative functions and network
structure. They focus on phenomenology such as the prdpagat weak signals competing with noise and the
spontaneous process of synaptic pruning during early hgramth. | plan to show how the combination of familiar
concepts in physics such as those of chaos, non-equilibg@se transitions and criticality provides a coherent
understanding of some of the brain complex behaviour. TheWing graphs and caption comments illustrate some
aspects of my talk.
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Figure 1: Input-output correlation function corresporgdio a weak signal transmitting in the presence of noise,
as a function of the noise level, showing stochastic rescemthat can be associated with non-equilibrium phase
transitions.
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Figure 2: Left, the phase diagram (showing the section: gymiahort-time noise versus grade of synchronization)
corresponding to a Hopfield model in which synapses undeiffgreht levels of fatigue or depression (parameter
@) and only a fraction of neurons (parametgrare synchronized at each time. Different phases herespmnel to
different qualitative behaviours. Some of these behagiane illustrated in the graphs to the right.
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Interacting time and space scales are universal. Theydrgtyugo hand in hand with coupled phenomena which can
be observed in nature and man-made systems. Such mutiscgled phenomena are fundamental to our knowledge
about all the systems surrounding us, ranging rom such béylséems as the climate of our planet, to such tiny ones
as quantum dots, and all he way down to the building blockgetlch as nucleic acid biological molecules.

In this talk | will provide an overview of some coupled mutiide problems that we face in studying physical,
engineering, and biological systems. | will start from ddesing tiny objects, known as low dimensional nanostruc-
tures, and will give examples on why the nanoscale is beaginicreasingly important in the applications affecting
our everyday lives. By using fully coupled mathematical misd| will show how to build on the previous results
in developing a new theory, while analyzing the influence aiipded multiscale effects on properties of these tiny
objects.

In the remaining time, I'll talk about coupled multiscaleoplems in studying biological structures constructed
from ribonucleic acid (RNA). As compared to deoxyribonuclacid (DNA) and some other bio-molecules, RNA
offers not only a much greater variety of interactions babajreat conformational flexibility, making it an important
functional material in many bioengineering and medicalliapfions. Examples of numerical simulations of such
biological structures will be shown, based on our develametse-grained methodologies.
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Many complex systems, both natural [1], and man-made [2{{8h be represented as multiplex or interdependent
networks. Multiple dependencies make a system more fragéenage to one element can lead to avalanches of
failures throughout the system [4][5]. Recent theorefivadstigation of two [6] or more [7]networks in which vertis

in each network mutually depend on vertices in other nete/bds shown that indeed small initial failures can cascade
back and forth through the networks, leading to a discontisicollapse of the whole system. Damage in one network
propagates along edges and leads to damage in the otherkefitis is an individual stage of a cascade in back-
and-forth damage propagation. Son et al. showed that thimaph can be simplified and is equivalent to considering
damage propagation in multiplex networks. They proposechple mapping between the model used in [6] in which
a vertex in one network has a mutual dependence on exactlyestex in the other network, and a multiplex network
with one kind of vertex but two kinds of edges. The mappingcisieved by simply merging the mutually dependent
vertices from the two networks.

Figure 1: A small network with two kinds of edges (left). Apjplg the algorithm described in the text non-viable
vertices are removed leaving two viable clusters (right).

In this talk | will revisit a number of well-studied problenaencerning structural properties of complex networks.
Some concepts like percolation, k-core organization, $toap percolation and avalanche collapse of the gianteiabl
component in multiplex networks are well well-known to thelgence but | will present them in a different perspective
showing the recent analytical advances from a network thpoint of view. In contrast, we study the avalanches of
damage triggered by the removal of randomly chosen singtecgs. These avalanches increase in size approaching
the critical point, signaling the impending collapse of tfi@nt viable cluster. At the critical point the mean avalanc
size diverges. Below the transition, on the other handetii®eno precursor for the appearance of the giant viable
cluster. The transition is thus asymmetric. | will show thatvever different problems they share some common
features like a hybrid phase transition.
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Emotions play pivotal role in both offline and online social dynamics. Although, collective emotional behavior of users
is frequently observed in online societies [1, 2, 3], the role of emotions in online communication and their connection
with emerging social structure of online communities are still not thoroughly understood.

In this paper, we study mechanisms underlying the collective emotional behavior of Bloggers by using the agent-
based modeling and the parameters inferred from the empirical data of popular BBC Blogs and discussion-driven
Diggs [4]. Agents, whose individual emotional states are described by their valence and arousal, are embedded in
bipartite network of users and posts. This bipartite network evolves trough the addition of agents and their actions on
posts; agents transfer their current emotional state to post by posting an emotional comment. Emotional state of agent
fluctuates in time as a direct consequence of indirect interaction with other agents trough its ego-network of posts. We
show that the indirect communication of the emotion in the model rules, combined with the action-delay time and the
circadian rhythm extracted from the empirical data, can explain the genesis of emotional bursts by users on popular
Blogs and similar Web portals.

Our results show that the emotion-driven dynamics leads to long-range correlations and emergent networks with
community structure, also observed in analysis of empirical data [1, 2]. We show that the size and activity of evolving
agents communities correlates with the expression of negative emotions (critique), see Figure 1.

Figure 1: Time series of the number of comments posted by the agents belonging to a given community (left), and the
charge of these comments (right).

This work was supported by program P1-0044 of the Research Agency of the Republic of Slovenia and the European Community’s program
FP7-ICT-2008-3 under the grant no.231323.
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Imagine two players having to share a sum of money. One proposes a split (p), and the other can either agree with it
or not (¢). No haggling is allowed. If there is an agreement, the sum is shared according to the proposal. If not, both
players remain empty handed. This is the blueprint of the ultimatum game [1]. Seminal experiments on ultimatum
bargaining have revealed that humans are remarkably fond of fair play [2]. When asked to share something, unfair
offers are rare and their acceptance rate is small. Traditionally, the ultimatum game has been studied with continuous
strategies, and it has been shown that empathy and spatiality may lead to the evolution of fairness [3]. However,
evolutionary games with continuous strategies often hide the true complexity of the problem, because solutions that
would be driven by pattern formation are unstable. Discrete strategies in the ultimatum game open the gate to fasci-
natingly rich dynamical behavior. The highly webbed phase diagram presented in Fig. 1, featuring both continuous
and discontinuous phase transitions as well as a tri-critical point, reveals the hidden complexity behind the pursuit of
human fair play [4].

1.0 T : . .

08 | ]

0.6 A
- E#E#A

04 r 1

E2
02 r 1
0.0 b— : :
0\ 0.2 0.8 1
EjtE+A p E H(Ef+A+E,

Figure 1: Phase diagram for five discrete empathetic strategies Ey_ 4 in the presence of strategy A, which is character-
ized by the parameters p and g. Solid red and dashed blue lines denote continuous and discontinuous phase transitions,
respectively. Besides several single and two-strategy phases, a rich array of three-strategy phases, in part governed by
intricate cyclic dominance, can be observed. For further details see [4].
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According to the composer Arnold Schonberg [1] our listening habits are determined by two opposing forces, the
desire for variety and the demand for uniformity in music. We quantify these notions by constructing music production
networks connecting music styles with musical instruments. We study the evolution of these networks from 1969 to
2010. We extract the similarity network of styles and this network shows clusters of music styles allowing characterize
them by instruments. Complexity of a music style will be determined by the amount of variation and uniformity
[2]. We find an inverse relation between variety and uniformity being stable during the last fifty years. However,
individually music styles undergo dramatic changes in their complexity over time.
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Figure 1: Variety V(s,;) and uniformity U(s,ty) for music styles with at least 50 records within the time-span
t7=2004 — 2010. The music styles fall almost on a curved line where variety and uniformity are inversely related.
"Experimental” is the music style with the highest variety of instrumentation, styles with lowest variety and highest
uniformity belong to the "electronic" and "hip hop" genres.

We show that such dramatic changes in the complexity of a music style can be related to its sales number and to the
number of artists a particular music style attracts. As a music style increases its number of records its variety increases
due to the number of musicians attracted to the style. At the same time the uniformity decreases. On the other hand,
album sales increase by increasing uniformity and decreasing variety. We can interpret this dynamics as a "formula of
success" of the mainstream industry.

The authors acknowledge support from the National Council for Science and Technology of Mexico and from the Austrian Science Fund FWF
P23378.
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Relaxor ferroelectrics (relaxors) are random displaciygtesns such as substitutionally disordered perovskite
oxides, in contrast to dipolar glasses (DGs) which can bartegl as randomly diluted order-disorder type ionic
solids. In both cases several common features are obsdoreglkample, a broad temperature peak in the ac di-
electric susceptibility, a splitting between the ac andghasistatic field-cooled susceptibility, and a broad iigtr
tion of relaxation times characterized by a Vogel-Fulchéf)(type divergence of the longest relaxation time, i.e.,
T = 1oexp[U /K(T — To)], whereTy is the VF freezing temperature. It is now widely recognizeat the elementary
degrees of freedom in relaxors are the so-called polar egimrs (PNRs), which are formed at relatively high tem-
peratures and are characterized by possessing reoriemigiole moments of variable lengths. In dipolar glasses,
however, the dipoles have a fixed length and are thus anaddgauagnetic spin glasses, however, with the addition
of random electric fields. It has been suggested by that thehamésm leading to the VF freezing in relaxors is the
growth and percolation of PNR clusters as the temperatuosvisred [1].

Here we present a semi-phenomenological model of relaxdtssed on the Landau-type free energy for the
polarizationp of the medium in which the PNRs are embedded, and assumeaa tioepling betweep and the PNR
polarizationP(r). We show that when the 4th-order Landau coefficient is negdti< 0) the medium is correlated
with the PNR, and the correlation radigs which is a measure of the PNR size, depends on the tempeTaturd the
applied electric field&E. AsT is lowered oIE increased; increases and the volume fractigroccupied by the cluster
of PNRs starts to grow. Ag reaches the percolation threshglgl~ 0.3, the PNRs form an "infinite” cluster and the
time necessary for overturning the cluster diverges adegrib a modified VF law with a field-dependent freezing
temperaturdp(E) [2]. The predictecE-dependence agrees qualitatively with experiments ikoetaPMN-PT [3]
and PLZT [4].

Whenb > 0, however, the medium remains uncorrelated with the PNRs@aifferent mechanism is needed. This
is the case of DGs, where the elementary degrees of freedoimdividual dipoles for which the Adam-Gibbs mech-
anism of cooperative rearrangement of molecules in glassifig liquids applies, again leading to the VF relaxation
time [5]. This allows us to formulate a phenomenologicatlecion, which can be used to discriminate between the
relaxor statelf < 0) and the analogous DG statex 0).
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Stochastic models of interacting particles attracted aflatttention as exactly solvable models sharing the uréers
behaviour of the Kardar-Parisi-Zhang (KPZ) and Edward#Wson (EW) universality classes. Special mathemat-
ical structure of integrable systems makes plenty anafgsalts available. Among them are universal distributions
and correlation functions. The first simplest models hayiagn solved are the asymmetric and symmetric simple
exclusion processes, which were used as a paradigmatiqpéesifor KPZ and EW universality classes respectively.
Both these models were solved by the Bethe ansatz technitpieh is the the basic method of solving the integrable
models.

Though the simple exclusion processes allow probing intm features of the KPZ and EW universal behaviour
it is desirable to include various types of interactions itte dynamics to see whether the universality is stablenagai
the modification of the dynamics. However not all interagsi@re consistent with exact solvability. Integrability
imposes strict limitations on the dynamical rules. Therefib is of primary interest to find as general as possible
model, which would preserve the integrability property.

Another important property that has long been recognizdmtshared by many exactly solvable stochastic parti-
cle models is the simple structure of traslationally ingatistationary measure having a form of product of one-site
factors. This allows for complete characterization of ttaignary correlations by the use of the toolbox of equilib-
rium statistical mechanics, developed for systems withintgracting degrees of freedom. In the talk we show how
to obtain the most general three-parametric interactimtigbe model, which possesses both the product stationary
measure and the Bethe anstaz solvability. This model ieslibde asymmetric simple exclusion process as well as
many other models as a limiting cases. We give a brief revitiveparticular models that can be obtained from the
general model, some of which were studied before and someeaveand discuss different types of universal and
non-universal behaviour exhibited by the model at differatues of parameters.
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Statistical complexity is an unbiased property that maywaduated from data grassberger[1]. Computational mechan-
ics, a methodology for detection and quantifying patteusgs the so callestmachine representation of a stochastic
process whose algebraic structure captures symmetribs pfocess under study[2]. Ammachine requires the least
number of model components to represent the structureiprtcess. and from the memory of the process, one
can obtain the entropy production and the structural coxitglef the system. The-machine is visualy represented
as a directed graph where the nodes are the causal statesmbttess and edges reflect transition probabilities be-
tween causal states in successive time-steps. Causal stayerepresented as a spatio-temporal stochastic patferns
cellular automata as shown in [3]. Recently, we have dewslapv-machine v stand for wavelet) in analogy with
the e-machine, which is a versatile method for quantifying coemjiy that at the same time determines the optimal
wavelet for capturing self-organization of the dynamidsgsand which performs superior denoising[4]. The method
is based on a parametric model for a wavelet tree distribwdttributing hidden Markov (HM) variable to each node
of the tree. The wavelet tree is considered as a self-organgy/stem by identifying hidden states of the wavelet
coefficients with local causal states.

The local complexity in the wavelet-domain is determinecadanction of scale and the global complexity of the
tree is utilized as an optimality measure for the decomjuositThe local statistical complexity of a spatio-temporal
process is defined as the inforamtion (Shannon) entropyedbtial causal state. Themachine posseses the property
of approximate unifilarity indicating that the knowledgetbé current state and measurement implies no uncertainty
in the next state.

We illustrate the method and its advantages on several tfpgeta inclulding fluid turbulence and paradigmatic dy-
namic systems, and we also mention other possible uses.

This work was supported by programs Ol 174014 and |1l 44006@fSerbian Ministry of Education and Science.
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In this paper, making use of statistical physics tools, wdress the specific role of randomness in financial markets,
both at micro and macro level. In particular, we will revieanse recent results obtained about the effectiveness of
random strategies of investment, compared with some of th&t tsed trading strategies for forecasting the behavior
of real financial indexes. We also push forward our analygimbans of a Self-Organized Criticality model, able to
simulate financial avalanches in trading communities wiifieent network topologies, where a Pareto-like power law
behavior of wealth spontaneously emerges. In this contexingsent new findings and suggestions for policies based
on the effects that random strategies can have in terms ottied of dangerous financial extreme events, i.e. bubbles
and crashes?] ?, ?]. As an example, we show in fig.1 how the distribution of finahevalanches, in a community

of traders with a small-world structure, changes from a pdaw to an exponential curve by introducing a small
percentage of random traders in the network.
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Figure 1: Distributions of the absolute values of the sizénefding avalanches occurring in a small-world (SW)
community of investors, with and without random traders tfi@ case of the FTSE MIB index . Each curve has been
cumulated over 10 different events. In the absence of rartdaaers, (circles), the distributions follow a well defined
power law behavior. On the other hand, increasing the amafuahdom traders, in particular with percentages of 5%
(squares) and 10% (triangles), the distributions tend toire exponential.
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Topological bifurcations in a model of a society of reasonable contrarians
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People are often divided into conformists and contrarians, the former tending to align to the majority opinion in their
neighborhood and the latter tending to disagree with that majority. In practice, however, the contrarian tendency is
rarely followed when there is an overwhelming majority with a given opinion, which denotes a social norm. Such
reasonable contrarian behavior is often considered a mark of independent thought, and can be a useful strategy in
financial markets.

We present the opinion dynamics of a society of reasonable contrarian agents. The model is a cellular automaton
of Ising type, with antiferromagnetic pair interactions modeling contrarianism and plaquette terms modeling social
norms. We introduce the entropy of the collective variable as a way of comparing deterministic (mean-field) and
probabilistic (simulations) bifurcation diagrams.

In the mean field approximation the model exhibits bifurcations and a chaotic phase, interpreted as coherent oscil-
lations of the whole society. However, in a one-dimensional spatial arrangement one observes incoherent oscillations
and a constant average.

In simulations on Watts-Strogatz networks with a small-world effect the mean field behavior is recovered, with
a bifurcation diagram that resembles the mean-field one, but using the rewiring probability as the control parameter.
Similar bifurcation diagrams are found for scale free networks, and we are able to compute an effective connectivity
for such networks.
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A class of network growth models with attachment rules governed by intrinsic node fitness is investigated. Both the
individual node degree distribution and the degree correlation properties of the network are obtained as functions of the
network growth rules. We find analytical solutions to the inverse, design, problems of matching the growth rules to the
required (e.g., power-law) node degree distribution and more generally to the required degree correlation function. We
find that the design problems do not always have solutions. Among the specific conditions on the existence of solutions
to the design problems is the requirement that the node degree distribution has to be broader than a certain threshold
and the fact that factorizability of the correlation functions requires singular distributions of the node fitnesses. More
generally, the restrictions on the input distributions and correlations that ensure solvability of the design problems are
expressed in terms of the analytical properties of their generating functions.

Fitness based network composition has been introduced in Ref. [2]. These networks, which are build by static
intrinsic vertex fitness are of particular interest because of the information amount that each node is assumed to have.
Unlike in the classical model of preferential attachment [1], where each arriving node must have complete information
about the geometry of the entire network, in the fitness model each node must have knowledge about a non-topological
quantity. This weaker assumption about the accessible information is realistic in many scenarios. Consider for instance
the case of investment networks, where the number of investors is usually not disclosed, but information about intrinsic
quality of different funds is available.

The fitness based network literature is classically separating between the distribution of fitness and an attachment
kernel that translates the fitness of a pair of nodes into the probability that this pair shares an edge. We illustrate that
this separation is not necessary and that it increases the number of degrees of freedom for statistical analysis without
gaining additional information. If fitness is defined as a normalised rank order of some node intrinsic characteristic,
then the fitness distribution becomes a constant and everything can be expressed in terms of the rank order.

At the end of the talk, more recent work about failure spreading on fitness based networks will be discussed. The
classical failure-percolation model of Watts [3] is expanded to account for heterogeneous resilience inside the network.
Some of the insights are illustrated in Fig. 1.
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Figure 1: Size of the vulnerable component for different settings. (a) Power-law distributed fitness leads to a more
robust network. (b) Mutual attractiveness induces more robustness than random selection. (c) Increasing the density
of the network increases its stability.
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From Wilson-Cowan to Kuramoto: Multiplex Formulation of Neural Activity
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In our work we elucidate the connection between mesoscopic models of neural activity (i.e. involving neural popu-
lations of size ~ 10?) and macroscopic models describing whole-brain dynamics (~ 10'! neurons) from a network
perspective. We start from a multiplex network of weakly coupled Wilson-Cowan oscillators [1] with explicit time
delays: Each node is associated with a distinct brain region and carries a two-dimensional oscillatory state with fixed
period describing the local averaged activities of excitatory (E) and inhibitory (I) subpopulations within that region.
Each link is associated with a structural connection between adjacent regions and is dynamically represented by a
coupling function of weak magnitude with explicit time delays (associated with synaptic transmission delays). By
applying a generalized form of the Malkin theorem for weakly coupled oscillators [3], we show that this model is
equivalent to a Kuramoto-type phase model [2], where the time delays are transformed into phase shifts and the four
types of interactions (E-E, E-I, I-E and I-I) correspond to different layers of a multilayer network.
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Figure 1: Global effects of a time delay-induced phase shift on neural oscillations (see text below)

Furthermore, empirical facts about the synaptic architecture of the brain (mainly concerning the ratio and distribution
of excitatory and inhibitory neurons) allow us to reduce the four-layer model to two layers, one (E-E) being the
ordinary Kuramoto model and the other (E-I) being a phase-shifted Kuramoto model with phase shift §. In both
layers, the coupling strength has the same value K. In this reduced two-layer model, we observe two global dynamical
effects as shown in Figure 1 above: In Figure 1(a) it is depicted how synchronization - as measured by the order
parameter r which takes values between O (unsynchronized state) and 1 (synchronized state) - is affected both by
the coupling strength K and the phase shift 6. Figure 1(b) shows that the mean power spectrum of all oscillators
peaks at increasing values with increasing phase shift § at critical coupling strength. Both features correspond to
physiological effects related to inhibitory control of neural activity in the brain: drugs designed to prevent epileptic
seizures (anticonvulsants) may also enhance gamma oscillations.

This work was supported by the European Community’s FP7-ICT program LASAGNE.
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For two decades, a new interdisciplinary field called econophysics has emerged by applying models and concepts
associated with statistical physics to economic and financial phenomena [1]. Substantial effort is focused on analysis
and modelling of financial time series, whose non-trivial features are called empirical stylized facts [2]. Those are
typically scaling behavior, fat-tailed price change distributions, short-time negatively correlated price change, long-
time correlations in absolute returns, absence of autocorrelation in return and volatility clustering. Various models
including percolation models [3, 4, 5] have been introduced in order to reproduce and explain them. The present work
has been inspired by the above mentioned.

In the present work we use simple fluids models (hard-sphere fluid, square-well fluid, Lennard-Jones fluid and their
two-dimensional versions as well) in order to get clusters of particles representing clusters of traders. We carry out
common Metropolis Monte Carlo simulations in a canonical ensemble [6]. We use various bond criteria to define a
cluster and determine the corresponding percolation threshold [7]. Then there are several parameters to adjust (e.g.
system density, trading activity) in order to obtain data (e.g. probability distribution of returns, autocorrelation function
and the Hurst exponent in dependance of the time lag) that characterize some of the important features of the empirical
data (we use the data from the Prague Stock Exchange for this comparison).

This work was supported by Internal Grant Agency of J. E. Purkinje University (Grant No. 53223 15 0013 01).
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At the protein level, it is a challenge to differentiate beem direct physical interactions and functional assauiati
which do not involve direct atomic contacts between mactemdes [1]. The information retrieved from the protein
interfaces obtained by atomic-resolution of protein cawres, represents an invaluable source in order to built-up
the "structure-based" biological networks. In this worle exemplified this concept on the kallikrein-kinin (KKS)
and renin-angiotensin (RAS) [2]. The later represent twghlyi regulated proteolytic systems which participate in
several physiological and pathological processes i.ali@eascular and renal homeostasis, growth and development
and inflammation [3]. To gain insight into the multilayeretddraction of the KKS-RAS systems, a "structural”
protein network was built up on the 3D domain-domain intdoas [2]. The essential domains that link these systems
are: Cystatin, Peptidas€1, Thyroglobulin 1, Insulin, CIMR (Cation-independent mannose-6-phospheteptor
repeat), fn2 (Fibronectin type Il domain), fnl (Fibronediipe | domain), EGF, Trypsin, and Serpin. We found that the
CIMR domain is located at the core of the network, thus cotingboth systems. From the later, all domain interactors
up to level 4 were retrieved, thus displaying a more comprsive representation of the KKS-RAS structural network.
Moreover, a "functional network™ based on several 'omicgl$ was built up (Fig. 1). A signalling network of 104
proteins led to 1574 non-redundant protein-protein irtioas, where 72 significant complexes were identified. In
conclusion, this integrative approach provides a new fraonk to analyze complex biological systems.

Figure 1: Functional network of the kallikrein-kinin (A) dmenin-angiotensin (B) system
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New Numerical Solutions of Newtonian Three-body Problem:
Scaling and Regularities
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For two centuries, attempts were made at a general solditiretNewtonian three-body problem, until H. Bruns
showed that only specific particular solutions were possitet only three families of collisionless periodic orbits
were known until recently. Presently, systematic numésearching for periodic solutions has become possible. In
[1], we showed 13 new periodic orbits, and in [2] we found 11lrenoWe used topological method based on the
shape-sphere projection to classify and identify orbits [3
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Figure 1: Negative logarithm of the return proximity furoeti(left) and one of the periodic solutions (right)

Furthermore, we use all presently known planar collisisslperiodic three-body orbits with vanishing angular
momentum to study the three-body version of Kepler's thand:|we found that the scaling regularities are related to
orbit’s topological property on the shape sphere. Thisdaatbe used to predict properties of several classes of as yet
undiscovered orbits.

This work was supported by the Serbian Ministry of Educat®cience and Technological Development under grant numidetg1037 and 11l
41011.
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In human conduct, emotions play an important role startiagfthe brain dynamics of each individual to social inter-
actions and aggregated group behaviors. Thus, the dynarfnérsotions [1] appears as a subject of interdisciplinary
research. Quantitative study of emotions in psychology mvade possible by Russell’s model where an emotion is
determined by numerical components in a multidimensiopats [2]. To recognize an emotion as it is known in com-
mon life, at least two components are necessary, arousatkdence, measuring the degree of reactivity and attraction
or repulsion. According to recent developments in the s@esf affective computing, these components of emotion
can be extracted from a written text [3]. In social neuroldggditional techniques of monitoring the brain functions
(EEG,MEG,fMRI) are now applied to capture signals from bsadf people during a communication process [4].

Figure 1: The ineraction patterns in online social netwdySpace shows dominance of positive emotion (red links).

In this work, applying methods of statistical physics [5§ describe the appearance of collective emotional behavior
in online social networks. We use agent-directed simutatiohere agents exchange emotional messages along the
network’s links; the dynamic variables, arousal and vateraharacterize the agent's state, whereas high arousal
triggers an agent's action. We determine several quamétateasures that indicate clustering of events with ematio
contents. The focus is on statistics of the influence fields tifigger emotional action of an individual agent in the
network. Further, we examine the effects of random or (eonally) coherent external inputs to these triggering fields
at individual agent level and to the emergent collectiveaiyits.

This work was supported by program P1-0044 of the Researein@gof the Republic of Slovenia, the European Community'gam FP7-1CT-
2008-3 the grant n0.231323, and the Ministry of Educatiaiei®e and Technology of the Republic of Serbia the projeti§1011, 11141011.
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Shannon and Khinchin built their foundational informatibeoretic work on four axioms that completely determine
the information-theoretic entropy to be of Boltzmann-Giltype, SBG = — 3 pilog(pi). For non-ergodic systems the
separation axiom (Shannon-Khinchin axiom 4) is not valick $flow that whenever this axiom is violated—as is the
case in most complex systems—entropy takes the more geoergl f

W
Sd D_Z\r(dJrlal*C'Og(pi))a 1)

wherec andd are characteristic scaling exponents, &nd the incomplete Gamma function. The expondisl)
parametrize equivalence classes which precisely chaisetl (1) interacting and non-interacting statisticgtems

in the thermodynamic limit [1], including those that typligaexhibit power laws or stretched exponential distriboat.
This allows us for example to derive Tsallis entropy (as aspease) from solid first principles. Further we show
[2] how the knowledge of the phase space volume of a systenth@nquirement of extensivity allows to uniquely
determing(c,d). We ask how the these entropies are related to the 'Maximurognprinciple’ (MEP). In particular
we show how the first Shannon-Khinchin axiom allows us to sspahe value for observing the most likely distribu-
tion function of a statistical system, into a 'maximum epyo(log of multiplicity) and constraint terms. Remarkaply
the generalized extensive entropy is not necessarily iclEnwith the generalized maximum entropy functional. In
general for non-ergodic systems both concepts are tigbldyed but distinct [3].

We demonstrate the practical relevance of our results dngieppendent random walks (non-Markovian systems with
long-term memory) where the random walker’s choices (lefight) depending on the history of the trajectory. We
are able to compute the time dependent distribution funstfoom the knowledge of the maximum entropy, which is
analytically derived from the microscopic update ruledf-Beyanized critical systems such as sand piles or pdaticu
types of spin systems with densifying interactions are méxamples that can be understood within the presented
framework.
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Knots are known to affect the physical properties of polysriér 2, 3, 4], as well as the functionality of biopolymers
such as DNA and proteins [5, 6]. Furthermore, several resteidies brought under the light the relevance of knots in
nanotechnological applications [4, 7, 8, 9].

It is possible, and frequent, for several knots to appeahersame chain, which is then said to hosbaposite
knot in fact, it has been mathematically proved that such cordigpns are by far the most probable for long poly-
mers [10, 11]. In spite of their ubiquity, only a few studiesdised on composite knots, and their behavior remains
largely unexplored. One of the few standing points in thesids/of composite knots is that, in the limit of long
polymers rings, their knotting probability tends to the gwot of the knotting probabilities of the single factor ksot
composing them. This factorization of the knotting proligbhas been justified with the assumption that in long
polymers knots become localized and therefore behave tike-fike decorations on the rings [12, 13].

Here, using Monte Carlo simulations and advanced knotilcatgdn methods, we analyze the length and distribu-
tion of prime components in composite knots tied on Freeiytdd Polymer Rings. For increasing contour length, we
observe the progressive factorization of composite knmditsgeparated prime components. However, we observe that
a complete factorization, equivalent to the “decorated’risicture, is not obtained even for rings of contour lengths
up to tens of times the most probable length of the prime kiiedson the rings.

Following our results, we suggest that the “decorated rimgothesis may not be necessary to explain the fac-
torization of the knotting probabilities, at least whenypoers excluded volume is not relevant. We rationalize the
behavior of the system through a simple one dimensional fpdehich prime knots are replaced by sliplinks ran-
domly placed on a circle, with the only constraint that thegkl of the loops has the same distribution of the length
of the corresponding prime knots.

| acknowledge financial support from the Slovene Agency feséarch and Development ( Grant No. J1-4134).
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Belgian chocolates have an excellent reputation on thenat®nal market. However, the whitish haze formed over
time on the surface of chocolate, known as fat bloom, posesraseme problem hampering the export of these
products [1]. Therefore, there is a need to develop bettetetsdhat combine mass transfer with the phase behavior
for accurately predicting the migration of liquid fat andethccurrence of fat bloom [1]. The authors developed a
2D stochastic cellular automaton (CA) based model to desdtie migration of liquid fat (from the filling) to the
surface, after which this model was parametrized using geré@xental time series of data [2]. The inverse problem
of retrieving the values of the four model parameters of thAis @ansition function corresponding to the experimental
data, was solved by a grid search of the parameter spaceg Wieesum of absolute errors (SAE) served as a goodness
of fit measure. A square gri@ was used, which represents of a vertical cross-sectioneosylstem wherein fat
migration is studied. By presuming the side length of a sgjuatl, Ax, to be 0.0001 m, 50 rows and 260 columns
of cells are needed to model the real system from which therarental data were obtained. The value\ofis the
result of a trade-off. On the one hand, settihgas large as possible is desired to reduce the computatietitihe
simulations. On the other hand, a small enough grid reswiwind therefore small enougtx is wanted to prevent
overly sensitive model parameters that result in very flatitig solutions from simulation to simulation.

Figures 1(a)-1(c) show the results of the influence of the igisolution on the accuracy of the simulated outcome as
well as the speed of the calculations for different grid hesons. It can be seen that although the total number of grid
cells decreases, the goodness of the fit between experinagntasimulated time series stays more or less the same
(cf. SAE). Further, as expected, it is clear that the lowenber of grid cells substantially decreases calculatioes$im
On the other hand, this increase in calculation speed cot@price when looking at the standard deviation,The
latter implies that although the calculations go faster mtie grid resolution is smaller, the results fluctuate much
more from simulation to simulation. Further, the influen€the grid resolution on the parameter sensitivity is stddie
through the use of the Elementary Effects method. Althoudlear trend is difficult to discern due to the stochasticity
of the model for the three grids with the highest resolutibig clear that once below a certain threshold resolution,
in this case clearly for the resolution of 20104, the parameter sensitivity doubles to triples. Thetatignifies that
small deviations from an optimal value for the parameterg reault in larger differences of the simulated output.
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Figure 1: Influence of grid resolution on (a) SAE, (b) standZeviation and (c) calculation time.
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Understanding the Large Scale Urban Vehicular Mobility by Discrete Models
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Urban vehicular traffic congestion is an increasingly serious problem that is significantly affecting many aspects
of the quality of metropolis life around the world [1]. Local governments of large cities are under heavy pressure to
find large amounts of financial spending for continuously testing the capacities of city roads, and making new adjust-
ment and plan to the existing transportation infrastructures, in order to increase the capacities of cities’ transportation
systems [2]. Critical issue for transportation systems is how to efficiently use the existing road network systems and
the information collection systems for vehicular movements and distributions to reduce traffic congestion and travel
delays as well as to further save energy consumption and to improve safety [3]. The main problem here is handling
the vehicular dynamics within the capacity of the existing road system by predicting and guiding the vehicular traffics.
Therefore, effective and accurate real-time understanding of the traffic parameters, such as traffic volumes, speeds,
occupancies, etc., are needed [4]. However, these vehicular dynamic parameters are formed by individual vehicular
mobilities. Therefore, the critical first step is to understand their vehicular mobilities.

In this talk, I will first introduce our proposed microscopic-level discrete models to describe the individual mobility
behavior precisely, and macroscopic-level discrete models to characterize the gross quantities or metrics, by treating
the traffic according to fluid dynamics and, therefore, can reveal the large-scale overall vehicular mobility behaviors
and traffic patterns. Specifically, we explore the use of an open Jackson queueing network to model the macroscopic
level vehicular mobility. Our proposed simple model can accurately describe the vehicular mobility and, moreover,
it can predict various measures of network-level performance, such as the vehicular distribution, and vehicular-level
performance, such as average sojourn time in each area and the number of sojourned areas in the networks. Model
validation based on two large scale urban city vehicular motion traces confirms that this simple model can accurately
predict a number of system metrics crucial for vehicular network performance evaluation.

On the other hand, focusing on investigating how much the vehicular mobility can be predicted, I will talk about
the prediction limitations described by discrete entropy model, to answer the fundamental questions of what is the role
of the randomness playing in the human/vehicular mobility, is there any regularity in the daily vehicular movement,
and to what degree is the mobility predictable. By using two large-scale urban city vehicular traces of Beijing and
Shanghai, we propose an intuitive but effective model of areas transition to describe the vehicular mobility among the
areas divided by the city intersections. Based on this model, we examine the predictability limits of large scale urban
vehicular networks and derive the maximal predictability based on the methodology of entropy theory. Our study finds
that about 78% to 99% of the location and 70% of the staying time, respectively, are predicable. Our findings thus
reveal that there is a strong regularity in the daily vehicular mobility, which can be exploited in practical prediction
algorithm design.

This work was supported by National Basic Research Program of China (973 Program) (No. 2013CB329105) and National Nature Science Foun-
dation of China (No. 61273214).
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Complex network theory offers us a novel way to charactesize understand real systems with high complexity.
Meanwhile, it also allows us to control real systems by malaifing the corresponding networks. Network manip-
ulation includes a wide range of issues ranging from stratithanges in networks to the adjustment of dynamical
processes on networks. Related procedures on networksaadiyuassociated with a cost constraint, i.e. network
topology cannot be arbitrarily modified and the dynamics etworks cannot be completely redesigned. In our
works, we find that in many cases relatively small manipatatiof the networks can lead to significant improvement
of the network functions. In this presentation, | will foams manipulation on network structures: removing spurious
connections from networks to increase their reliability Flvapping links in infrastructure networks to improveithe
robustness against both link and node attacks [2], andrasgiglirection to links in undirected networks to enhance
network synchronizability [3].

Removing spurious links from networks is crucial for impirgythe reliability of network data. Many similarity-
based methods can be used for this problem. The basic ideat ia ink connecting dissimilar nodes is likely to be a
spurious one. The accuracy of these methods are usually@bever, if links are removed based on these methods,
the giant component will be destoryed and the networks pti@sechange significantly. This is because some links
connecting different communities of the network are rentlovihe solution is to design a hybrid method combining
the similarity index and edge-betweenness index. With cethad, the detection accuracy is high and the size of the
giant componentis preserved.

Another aspect of the network reliability is its robustnagainst malicious attack. Previous works have already
pointed out that scale-free networks are very robust ageamslom failure, but very sensitive to target attack. This
is because the network will break into pieces if some larggaetenodes are removed. Recently, it was pointed out
that the scale-free networks can also resist large degeattack if the network forms an onion structure. However,
we find that the onion structure is even less robust than rniesocade-free networks against link attack. Accordingly,
we designed a link robustness index based on edge-betveeeBg®ptimizing it, we obtained a network structure
tolerant of malicious link attack.

The final work aims to enhance network synchronization bygaggg directions to the links in undirected net-
works. In the literature, an effective method called Residdegree Gradient method was proposed to assign link
directions by decomposing networks. Though it can imprgwvekronization, we find such method may lead to seri-
ous synchronization failure. We thus introduce a metholéd&esidual Edge-betweenness Gradient method to avoid
synchronization failure. Simulation shows that our metbigaiificantly outperforms the existing one.

This work was supported by the Swiss National Science Fdiordéyrant no. 200020-143272).
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